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Abstract

The dominant sequence transduction models are based on complex recurrent or
convolutional neural networks that include an encoder and a decoder. The best
performing models also connect the encoder and decoder through an attention
mechanism. We propose a new simple network architecture, the Transformer,
based solely on attention mechanisms, dispensing with recurrence and convolutions
entirely. Experiments on two machine translation tasks show these models to
be superior in quality while being more parallelizable and requiring significantly
less time to train. Our model achieves 28.4 BLEU on the WMT 2014 English-
to-German translation task, improving over the existing best results, including
ensembles, by over 2 BLEU. On the WMT 2014 English-to-French translation task,
our model establishes a new single-model state-of-the-art BLEU score of 41.0 after
training for 3.5 days on eight GPUs, a small fraction of the training costs of the
best models from the literature.
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[Dosovitskiy et al. 2020]: Vision Transformer (ViT) outperforms
ResNet-based baselines with substantially less compute.

Ours-JFT Ours-JFT  Ours-I21k BiT-L Noisy Student Encoder Decoder
(ViT-H/14)  (ViT-L/16)  (ViT-L/16) (ResNet152x4) (EfficientNet-L2)
ImageNet 88.55+004 87.76+003 85.30+002  87.54%0.02 88.4/88.5" M I_ f Sy t
ImageNet Real 90.72+0.05 90.54+0.03 88.62+0.05 90.54 90.55 o r s e m s
CIFAR-10 99.50+0.06 99.42+0.03 99.15+0.03 99.37 +0.06 -
CIFAR-100 94.55+0.04 93.90+005 93.25+0.05 93.51 +0.08 - Zh . 20201: A Transformer-
Oxford-1IIT Pets 97.56+0.03 97.32x011 94.67x0.15 96.62 +0.23 - [ OU.et a 0 0] ansio € baSEd
Oxford Flowers-102  99.68+0.02 99.74+000 99.61:002  99.63+0.03 = compiler model (GO-one) speeds up a
VTAB (19 tasks) 77.63+023 76.28+046 T72.72+0.21 76.29+1.70 - T f d “
TPUv3-core-days 2.5k 0.68k 0.23k 9.9k 12.3k ranstormer model:
Model (#devices) ’ GO-ene ‘ HE ‘ gt ‘ i ‘ ?:e: £ ‘ spS:::;c:p
® ® ® ® over HP / HDP over HDP
2-layer RNNLM (2) 0173 0.192 0355 0.191 9.9% /9.4% 2.95x
4-layer RNNLM (4) 0.210 0.239 0.503 0251 13.8%/16.3% 1.76x
8-layer RNNLM (8) 0.320 0.332 OOM 0.764 3.8% /58.1% 27.8x
2-layer GNMT (2) 0.301 0.384 0.344 0327 27.6%/14.3% 30x
I il oMo | 052 | oo | oss | ai7eisess | 135
[Jumper et al. 2021] aka Al ph aFold2! 2-layer Transformer-XL (2) 0223 0268 037 0262 | 201%/17.4% a0
Simer Taniomerxt ® [ 0350 | 045 | oM | ods | nmowsiare | 1om
layer Transformer- ) 3. 7
0229 0312 00M 0301 266% 123.9% 135
I ion (2) b64 0423 0.731 OOM 0498 42.1% /29.3% 21.0x
rl:?e:‘a;le: (4) 0.394 0.44 0.426 0418 26.1%/6.1% 58.8x
3-stack 18-layer WaveNet (2) 0317 0376 O0OM 0354 186%/11.71% 6.67x
4-stack 36-layer WaveNet (4) 0.659 0.988 OOM 0.721 50% / 9.4% 20x
GEOMEAN S ) > 205% /18.2% 15x
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Transformerz5¥a1kf#: Self-Attention
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Transformerz5¥a1kf#: Self-Attention
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Transformerz5¥a1kf#: Self-Attention
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TransformerZEiaiifi#: Positional Encoding
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TransformerzZtaikfiZ: Add & Normalize %
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Transformer&EtairfiZ: Encoder-Decoder Attention
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Transformer&faixf##E: Encoder-Decoder Attention
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Transformer&5fiFfi&: Linear and Softmax Layer
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https://jalammar.github.io/illustrated-transformer/
https://jalammar.github.io/illustrated-transformer/
https://jalammar.github.io/illustrated-transformer/

Transformer: Decoder -

<)

Decoding time step: 1@3 4 56 OUTPUT

?

~
Kencdec Vencdec ( Linear + Softmax )

i

[ ) ( )
ENCODERS DECODERS
Y J g )
EMBEDDING t t 4 4
WITH TIME LITTT] LT TT] LT TT] (T11]
SIGNAL
EMBEDDINGS LCITT1] HEEN HEEN CLIT1]
e suis étudiant PREVIOUS
G J OUTPUTS

https://jalammar.github.io/illustrated-transformer/ 34



https://jalammar.github.io/illustrated-transformer/
https://jalammar.github.io/illustrated-transformer/
https://jalammar.github.io/illustrated-transformer/

Transformer: DecoderR4E

( Softmax ) + Softmax Layer: B EEEA RS
4
( Linear ) e Linear Layer: J%deCOdGI’EEJZHI‘Jﬁ%Hy&%jéU
4 logitsA&EF, FEEEICERPIIEMEDE
A & > DECODER #2 _/I\ﬁj\ik&
: 4 4
,*( Add & Normalize )
E ( Feed Forward ) ( Feed Forward )
e | Sttt 3
,'PC Add & Normalize )
: * * . N e
| : - Encoder-Decoder Attention: 1BiFH
i Encoder-Decoder Attent .
P pEncoder Decoder enion ) NFHEEER
'.>( Add & Normalize )
: 3 ) . ces
L ( T ) « Word Embedding, Positional

Encoding, Self-Attention, ...

https://jalammar.github.io/illustrated-transformer/ 35



https://jalammar.github.io/illustrated-transformer/
https://jalammar.github.io/illustrated-transformer/
https://jalammar.github.io/illustrated-transformer/

Self-Attentionit& 2T,

Zow ||

Qin» Kin7 Vin

Zin

ﬂ;jl\%gi,ﬁ\:
« WHEIRF: Q. K. V
« I3—1: 98 ERsqr(d)

N

—N:HIM

an Zian
Kin — Zinwk
Vin — Zin v

A = f(tin) = softmax(

Zout — AVin

« attention score& FfsoftmaxE 1 K1Y

< query matrix
N key matrix
4 value matrix
Qi KT,
in . .
) < attention matrix

Vd
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Self-AttentioniT& AT

Input Embedding Query vector Key vector Value vector Learned
weights
. ChEDj
Je -, [T T +————7— k[T
WQ
| -V,
“q,L [ []
suis - x, DI— -k, TT] K
W
"V, [ ]
AL [ ]
etudiant —x,[ [ | [ —— F—= k[ W
> V3

37




Self-AttentioniT& AT

Learned
weights
Input Embedding Query vector Key vector Value vector wWe
X Q K V
Je
X 9, k1 Vi
suis X, a, Kk, v,
X3 q3 k3 V3 WK
etudiant
WV

LATensorBI N FHITHUT 38




Self-Attentionit

softma

=

F+

39




Self-AttentiongyIBfE

Qin = Zin W, 4 query matrix

Kin = Z;; Wi q key matrix

\l Z‘Z N = 8 f— . 7e ) ¢ v

é EJ:R); ;E,§\jj)§ Vip = Z:x W, < value matrix
_ _ QinK?n 3 %

A = f(tin) = softmax( Vi ) q attention matrix

out — AVin
tout

—
N

Fan ASHINIER ST EWXERR E T —1

X
WS x E]ﬁ |{ E . attentionf{EA, HPAR SHHAX

B2AX (AaFXf&RiEEaR

tin BEE7)

VIS T2 EZERWX

W is free parameters.

Ais a function of some input data. The data tells us which tokens to
attend to (assign high weight in weighted sum)

40




TransformerfYIE#E

Transformer&—fToken [ 4%

Neural net Token net

linear comb of neurons > linear comb of tokens r

neuron-wise nonlinearity >

linear comb of neurons > linear comb of tokens r

O O O

y \ A . 5 . %
l token-wise nonlinearity I

O O

array of neurons array of tokens
3333 Al

18838 gl
3553 T




TransformerfJIBfE &

TransformerBEBLSTM BY52FH B CNN FIRNNAYSZF?
EZTBEMLPHIRF?

Output
Probabilities

Softmax

-
Add & Norm J

Feed
T Forward

n e 1 ~\ l Add & Norm |<_:
. 98 i Multi-Head

A Feed Attention
/ \ Forward 77 Nx
— f;;;;i:i:::
Nx Add & Norm
Ci_ ;/x\ >/+\ >» C ’_’m-mj Masked
Multi-Head Multi-Head
0 Attention Attention
fi N At , W
G o J U —
c c tanh Positional D @ Positional
Encoding Encoding
j j j Input Output
iy ( \ c & /J—> h, Embedding Ermbedding
0y
! 1 T
Inputs Outputs




TransformerfJIBfE &

MMLPAE :
e Transformer{R{&MLP

MLSTM &l Transformer:

o BITHHIT, BLHEZL

«  1#flcosine/sine (L E4HS (FHAH o
;‘FXL ﬁmﬁgiﬁ)\ T ) Probabilities

« BAOTHERININHE, REBETHA

M
— s [ Add & Norm |
- BBE=FEZH¥, Wq/k/v (JW/UV)
‘( Forward
/ \ (Add & Norm ﬁ
(> Add & Norm J Multi-Head
Feed Attention
Cl_l . Q > /.D 5 C, Forward J D) Nx
N———
. Nix Add & Norm
p i ~—>{ Add & Norm | ke
¢ g Multi-Head Multi-Head
C, Attention Attention
o o tanh \ J \ —)
j j j Positional @_@ @ Positional
Encoding Encodin
(o} X < > h: ’

Input Output
0; Embedding Embedding
X, f !

Inputs Outputs
(shifted right) 43
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Mo Transformer (ViT)

X E1& A Token (—~PatchHiE— token)

Published as a conference paper at ICLR 2021

475+
AN IMAGE IS WORTH 16X16 WORDS: ?’”EH ]
TRANSFORMERS FOR IMAGE RECOGNITION AT SCALE

Alexey Dosovitskiy**“, Lucas Beyer”, Alexander Kolesnikov*, Dirk Weissenborn™,
Xiaohua Zhai*, Thomas Unterthiner, Mostafa Dehghani, Matthias Minderer,
Georg Heigold, Sylvain Gelly, Jakob Uszkoreit, Neil Houlsby*:f
*equal technical contribution, Tequal advising
Google Research, Brain Team
{adosovitskiy, neilhoulsby}@google.com

ABSTRACT

While the Transformer architecture has become the de-facto standard for natural
language processing tasks, its applications to computer vision remain limited. In
vision, attention is either applied in conjunction with convolutional networks, or
used to replace certain components of convolutional networks while keeping their
overall structure in place. We show that this reliance on CNNs is not necessary
and a pure transformer applied directly to sequences of image patches can perform
very well on image classification tasks. When pre-trained on large amounts of
data and transferred to multiple mid-sized or small image recognition benchmarks
(ImageNet, CIFAR-100, VTAB, etc.), Vision Transformer (ViT) attains excellent
results compared to state-of-the-art convolutional networks while requiring sub-
stantially fewer computational resources to train.'

Transformer Encoder

1
I A X
O
I
.
. I
Transformer Encoder :
I
I
Patch + Positi i-
i > @ﬁ @5‘ @5 @5 | "Ateation
I
I
I
I
I
1

* Extra learnable
Lmear PrOJectlon of Flattened Patches
Embedded
Patches

-n. g & T T .
e X ZTransformerfd—NMREEEWT E
« IL2FKEGoogleHIPA

e
o EARASEMESZHITE
« NLP-CVK—%:
RS IESIEBIFNAGIFI R R B & & A

Vision Transformer (ViT)

MLP
Head

.
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oo Transformer (ViT) %

X E1& A Token (—~PatchHiE— token)

fel |:| |:| |:| |:| e.g., linear projection
okens
patches :

e When operating over neurons, we represent
the input as an array of scalar-valued
measurements (e.g., pixels)

* When operating over tokens, we represent

input the input as an array of vector-valued

measurements

46




hYIEa Tokenize (FFE{ESEFATLAHTransformerfigiR) &

You can tokenize anything.
General strategy: chop the input up into chunks, project each chunk to a vector.

tokens tokens |:| |:| |:| U tokens H U U H
e 1 t T t sound &“ HTL

patches YW DAS | rThyre] ... [wl][.] :gni hets | ¥ -
t1 b t

Three guineafowl. W

input input input

47
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Nt | — T
SRIEHE
a5 EMR] "
Large pre-trained
RNN/LSTM language models T5 PaLM

| 5 : |

Natural Languag Word2vec and : Attention : : :

Model N-grams : mechanism | BERIN | EEES :

|

: | I | I - I

Sa I I " | 1 I 1 I

Before ML lIti-task learni I | | Transformers : ! :

: ________ : 1 ; 1 I 1 1

| 1 | I 1 | | 1

| 1 | I 1 | | 1

| 1 | == 1 | | 1

| 1 ! ! I | | 1

| | [ ! I ! I !

® @ 2 F ® & ® % % @ &

1949-200 001 o] 2013 2014 2015 2017 2018 2019 2020 2022
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S ERITISR: TEERA

Word2vecB94z/ L2 - “You shall know a word by 5

the company it keeps” (J. R. Firth 1957: 11) _
:::::::::: —  Not pretrained

i i i } pretrained
(word embeddings)

... the mowe was ..

Problem:

o FATATTHESEISGBEIRELIEY, UERE
REBFREENEINAE
» REPHNXZHSHEREN A IEILRY

[Recall, movie gets the same word embedding,
no matter what sentence it shows up in]

https://web.stanford.edu/class/cs224n/ - lecture09 pretraining 50



https://web.stanford.edu/class/cs224n/

HU

ERYF) |12

EIMENLPH:
o REGHJLFRRESHE 2B E NS I51LRY
o TN G EBER AT IER R EESR, F

g#\*%ﬁ:ii_l_: I:IBH o
— Pretrained jointly

XEUTNAERIMSRAEN: i i i i
« representations of language - #9533 KAIE S TR~
 parameter initializations - 358 KM B AE S AL IR BV R

<)

.. the mowe was ..

HESH VR K |
[This model has learned how to represent
« probability distributions - RS EAHEE R 5% entire sentences through pretraining]

https://web.stanford.edu/class/cs224n/ - lecture09 pretraining 51



https://web.stanford.edu/class/cs224n/

A LAFENHA?

MFi) |2

« Stanford University is located in , California. [ZF113]

e Iput__ fork down on the table. [A]7A]

« The woman walked across the street, checking for traffic over ___ shoulder. [¥51X]
« [ went to the ocean to see the fish, turtles, seals, and . [RIX /ER/R]

* Overall, the value I got from the two hours watching it was the sum total of the popcorn

and the drink. The movie was __. [[5&%]

* Iroh went into the kitchen to make some tea. Standing next to Iroh, Zuko pondered his
destiny. Zuko left the . [HETE]

* [ was thinking about the sequence that goes 1, 1, 2,3, 5,8,13,21, _ [EXIZE]
s REBSFIHMBIZHARRBR

https://web.stanford.edu/class/cs224n/ - lecture09 pretraining

52



https://web.stanford.edu/class/cs224n/

)|k TransformerzEE

Encoder & Decoder

¢

BART

Google

Decoder only

GRS

GRT-2

OpenAl

Encoder only

¢

s BERT

Google

53



1) ||ZxBERT=EY

BERT Overview

BERI-F e BERTI s Transformer
Trained in two variations avers 12 24 6
i Feedforward
Able to handle long input context R e o o
X . L i (hidden units)
Trained on entire Wikipedia and BookCorpus
Attention 12 16 8

heads

Trained for one million steps
Targeted at multi-task objective
Trained on TPU

Works at both sentence-level and token-level tasks

Be fine-tuned for many different tasks

54




203

¥ii)||2xBERT=EY

(o]

Eidirectional Encoder Bepresentation from Iransformers

Pretraining (Pass 2)

Problems to train on @: Mask LM Mask LM \
& o *

simultaneously:
. ENEA A
1. Masked Language .
== 11/, a
iﬁ%ﬁfﬁ: .
== Modeling (Mask LM
HLiEE it ’ —
2 Ne.xt.Sentence ten || & |- [ B |[Eam|[ & | . [E
Prediction (NSP) ~— o S ~
ﬁlisﬂl‘l-lz_/l\ﬁ’%: [TokN][ [SEP] ][Tom] [TokM]
FoFTX |
Masked Sentence A Masked Sentence B

*
Unlabeled Sentence A and B Pair

Source: BERT: Pre-training of deep bidirectional Transformers for language understanding (Devlin et al., 2019)

115+5|H

https://www.youtube.com/watch?v=xIOHHN5XKDo 55




)[4 BERTA&HY

Stepl: WBIEEEE (ZREZINZHK)
a Masked language modeling (MLM)

Mask out Kol the [nput werds, agd The man went to the JLINd] to buy a [ 9] of milk.
then predict the masked words

e Recommendation use k = 15%
store gallon

Too little masking Too expensive to train

Too much masking Not enough context

9&%»
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)[4 BERTA&HY

Step2: T—NalFml

e Next sentence prediction (NPS)

Learn the relationships between sentences and predict the
next sentence given the first one.

Sentence A The man went to the store. Sentence A The man went to the store.
Sentence B He bought a gallon of milk. Sentence B Penguins are flightless.
Label IsNextSentence Label NotNextSentence

9&%»
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Y1)l BERT&EY

BERTZI\

BERT input embeddings

[SEP]

ﬁ»

Input [CLS] My dog is cute he likes play ##ing [SEP]
| E o 5 BP0 G B E Basn  E
Token Embeddmgs [CLS] My dog is cute [SEP] Ehe likes play 5 [SEP]
@ © © © © -+ © © © S [+
Segment Embeddings E =% =3 = E. El = E: = E =
L © © © © [+ © © © @ [+
Position Embeddings = B E) =2 E, E & £ E. E. Eie
Learn a vector representation for each position
word ———————>@AV:lele]s
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1) ||ZxBERT=EY

BERTH] LA T T & TS

Single sentence tagging tasks: CoNLL-2003 NER
You can use BERT for various
downstream tasks, or example:
Single sentence
l

Q Single sentence classification v v '
[CLS]  Tok1 Tok2 --- TokN
Q Sentence pair classification | | | |
) ) Ercis) E, E, Ey
Q Question answering
BERT
Single sentence tagging tasks

° g C T1 T2 TN
O B-PER O

R ZNLP{E & FABERTEYIE RN (7684)
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GPT (Generative Pre-trained Transformer)

GPT (and many other related models)

60



Fiui)l|ZTransformer

GPT (Decoder Only) : FUlT— 17

Once upon —

Predictor

BERT (Encoder Only) : SeHliEzZs

Oonce a time —>

Predictor

—_—) tame

— Upon
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gsearch
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Search B+ senors e
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Knowledge

Marie Skiodowska-Curie was a FrenchPolish
physicist and chemist famous for her pioneering
research on radioactivity. She was the first person
honored with two Nobel Prizes—in physics and
chemistry.

Born: Novomber 7, 1867, Warsaw

Died: July 4, 1934, Sancellerncz

Spouse: Piere Cure (m. 1895-1906)

Childeen: Inéne Jobot-Cuse, Eve Cuse
Discovered: Radum, Polonium

Education: Ecole Supéneure de Physique et do
Chirmie Industrielies. de la Ville de Paris,
University of Pasis

People also search for

Aert Pieme Curie  Emest Lous John Daton
Erstein Rutheriord Pasteur
|}
\/

R LAY 2 P SCHLARE I 5 K

<)
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2N REAESRBFRIG? %

0 You
BEE—REBARZARHTENEXRTWNFEE, HEFEIATERE, HHINERMASEXAENT
E, BROZEAFIE—TBENZEIITRIE?

® ChatGPT
RIFIZE! EAEBRZENTEINEWESE, MMEEB T —TRIMNEAREMBRAATLERE
(Al) FitF, U TR—ESBMEIN, FEEMRFIE—TSENZEIITR:

1. B FRIAE]

B, WRENITTENRZNEMIIRERNER, KSIRBIEEMNEE. HERIES (W
Python, EAERARMIEIFERIT) . MRMERICTNLEERRFHAEM,

2. 18ig%Y)
o MEE%S): MEANNBSIEEFG, ERABERNSEISE, AINEE$S), THESS
Mg,

o SREZRES]: RATHRHENS, 1552CNN (BFRMEZENLE) FIRNN (BFRHEMLE),
o IREFPE: TUZRUNTHIR:
¢ (Pattern Recognition and Machine Learning) by Christopher M. Bishop

e {Deep Learning) by lan Goodfellow, Yoshua Bengio, and Aaron Courville

¢ Andrew Ngf9JCourseraiRfz {Machine Learning) #1 {Deep Learning Specialization)
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EBEANES LIRS ?

20 tH4C 50 Y, HEABRARRIPTEEZHWE, FHLONRLLERLERLS, B
REMGTE212S 110 2] 1/5, B 28 TEIRELEEF. EEE 1980 F, HIABERE
MN%MEERABULBHRAREF, "W RBREREROE

A. BIEZEHREARCIF B. iTRILFHORAREN

C. MRRRBAZRELM D. EFRINRER AR

B, MHRPRIFERMRARZRE T EEFNE, HEAETFRET28TER, BEHEK
BEAERK—ERNEAFLE ZRAXIEA, BLRIAEL, HETRIEFEGERA
REFETHOER. EITHEFEHT, BENEFHTRPEE, S8ENRMAL BN
MUMBESE, XATRSHBUFNORGFHIREH LT RARECORE. EILt, EBB it
R FRLRAREM "=V,

‘:w%r»
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I}

g

HE 2 EAIE SRR ?

=73

(o]

RS, BEAMNPEERIRNEARIERNSR, HiRHREENTRE. NSRNBEEZH
XAICE, FZit, "XTAM, BUxE". FEEF " HIR" X, BEUNEMRMTR. BER
= "BEHEMmE, BAME, EHMmR, #Hitbme, FEEFER "R ICEMEIAER
REIRERE ()

A. #LF B. F C. #3F D. 8F

RBATHAENER, ERCHAANNBIAERIRIBETEFNER. Z2F AR, XFT 4 @
NERFAIABTFIBOE, R|EETECHNI AN, Fit, rIAERTEARNERES,
ZF.

ChatGPT Passes Google Coding Interview
for Level 3 Engineer With $183K Salary

‘Amazingly, ChatGPT gets hired at L3 when interviewed for a coding position, reads a Google
document, but ChatGPT itself says it can't replicate human creativity and problem-solving skills.

ﬁ By Emily Dreibelbis February1,2023 f w O -
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55
JiH
b P
A
P2
e
s
YR
(2
=)

#rit

(H#H)
(30

EBEANES LIRS ?

S BNLPIG=EA2022FEE 2ESERKEChatGPT

B AES
93.0/95 56/60
24/36 6/9
44/48 11/12
24/40 6/10
30/50 6/10
35/55 7/11
0/12 0/2
6/42 1/7
18/30 3/5

274/408=0.67 96/126=0.76

A FEHERR TIAEEAR G IR, W 3/
ZJ5, EETR126FEAREL v LLIE 21 76% i 1R
FMETOHF 02, HEWEEEJ15 M 445007
EANEEL CCRAERS—42) M.

FURE: XfChat GPTZE RN T4, fEXF}
gie (Pise, M, Bus) LEUS TNV K
g (154573278% ), (EAYA] LUK BI50%H 154
X, MRS, W, tkeE, i BRI
£ (553K T30%)
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ChatGPT A+AIXATE?

ChatGPT eI BaIEMRIUT ASESHNA, BSRUMASEINN? AHAERE%E
Lo BB A A R AT AN ?

ChatGPT RURZIMES IR EEMN— "RIERESE" | ARIEEERINA, E—
MIGAXBEIR T SERE. B

A

BESARERNSHISTE, TR

The best thing about Al is its ability to

"B | BRIERESRTZTMIE,
L
L]

MPARAE.
learn 4.5%
predict 3.5%
make 3.2%
understand 3.1%

do 2.9%
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ChatGPT A AIXAR?

EEEEHYE, AChatGPTRAREXEXHFHESE, BXEr ERR—IBN—

i EOENSANERE, F—MIRZEAA?

i Il—" M,

EE—5h, TEHAER— I TERERE

HFHESIXER

SR, B2, BRIZIEFERAEA

FKinE CIEES{ERIXERIE?

2
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ChatGPT AT AIXAR?

KEBD NANBMNIZIEE "HIgRE" RE (Eokas "HR" NEE)
(EXHE—EHWNSEBEREEAENIES. RS2 IEFAFZREHE
17, HNERREE—mIEE X" WNE, MREREHTEIED (BiHEE
BFEE) .

[Tl
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ChatGPT 9{+241X24587?

model ["The best thing about Al is its ability to", {"TopProbabilities”, 5} ]

{ do - 0.0288508, understand - 0.0307805,
make - 0.0319072, predict - 0.0349748, learn - 0.0445305}

B2E "NARE "NER—AEE—THIINER&ESRNIE

NestList [StringJoin [ #, model [ #, "Decision"] ] &,
"The best thing about Al is its ability to", 7]

{The best thing about Al is its ability to,
The best thing about Al is its ability to learn,
The best thing about Al is its ability to learn from,
The best thing about Al is its ability to learn from experience,
The best thing about Al is its ability to learn from experience.,
The best thing about Al is its ability to learn from experience. It,
The best thing about Al is its ability to learn from experience. It's,

The best thing about Al is its ability to learn from experience. It's not}
70



ChatGPT A AIXAR?

MRBEETNERERF? NZEHRESHIE, RARMSHINEIEAMESH
(LY

The best thing about Al is its ability to learn from experience. It's not just a matter

of learning from experience, it's learning from the world around you. The Al is a very
good example of this. It's a very good example of how to use Al to improve your life.
It's a very good example of how to use Al to improve your life. The Al is a very good

example of how to use Al to improve your life. It's a very good example of how to use Al to
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ChatGPTAHAXAR?

BIRAREE "Tigk "&, mMEEPETLIERIREZE "IFTRK" 18?7 FATES
BFE—% "EAR BXE.

BIRIXFHY, #SBAEIMBYUIERE, MNANABEAR, FRILITXS5 M-S

The best thing about Al is its ability to learn. I've always liked the

The best thing about Al is its ability to really come into your world and just
The best thing about Al is its ability to examine human behavior and the way it
The best thing about Al is its ability to do a great job of teaching us

The best thing about Al is its ability to create real tasks, but you can
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ChatGPTHI)I

gﬁ\;} I b* EIIZE

Step 1

Collect demonstration data,
and train a supervised policy.

A promptis

sampled from our
prompt dataset.

Explain the moon
landing to a 6 year old

\/
A labeler
demonstrates the @
desired output 2
behavior. Some pe(;ple went
to the moon...
This data is used SET
to fine-tune GPT-3 258,
5 = ./)?.s\\.
with supervised W
learning. 2

AEERIA

https://openai.com/index/chatgpt/

Step 2

Collect comparison data,
and train a reward model.

A prompt and
several model
outputs are
sampled.

A labeler ranks
the outputs from
best to worst.

This data is used
to train our
reward model.

Explain the moon
landing to a 6 year old

0 o

Explain gravity... Explain war...

RLHF (AERHRBILEFES])

Step 3

Optimize a policy against
the reward model using
reinforcement learning.

A new prompt
is sampled from
the dataset.

The policy
generates
an output.

The reward model
calculates a
reward for

the output.

The reward is
used to update
the policy
using PPO.

™

Write a story
about frogs
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ChatGPT )
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KBS RAE AT R, AEhR I T

HFrBREE] (20244FE)

numberX N LN F B

815 "number" 61" F &,

abcdeflg

#35 "abcdef" H6MNFH,

qwerd1234dqwellg

835 "qwerd1234dqwe" H1270F &,




SRS AT) IR, AR I T %

= BRYBES (20254FEFk)

0O 2  qwerd1234dqweiXNEigHE N F &

Show thinking v

FE querdl234dawe FES 9 MEXFEHR.

NTEFEMIRE, UWT2FENER S

3 131D

CRIBFITXEFBHRIMAAR (B0 'g' HITIUR), HERENEZRAIKE?
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Do part-of-speech task for the given X from WSJ dataset

X: That's baseball.

Y: That_DT 's_VBZ baseball_NN ._.

X: OpenAl is an Al research and deployment company. Our mission is to ensure that
artificial general intelligence benefits all of humanity.

Y:

X: That's baseball.

Y: That_DT 's_VBZ baseball_NN ._.
(Note: "That's" is contracted from "That is", where "is" is a verb in the 3rd person singular

present tense.)

X: OpenAl is an Al research and deployment company. Our mission is to ensure that

artificial general intelligence benefits all of humanity.

Y: OpenAl_NNP is_VBZ an_DT AI_NN research_NN and_CC deployment_NN
company_NN ..

Our_PRP$ mission_NN is_VBZ to_TO ensure_VB that_IN artificial JJ general_JJ
intelligence_NN benefits_VBZ all_DT of_IN humanity NN ..

(Note: Proper nouns such as "OpenAl" are tagged as NNP, and pronouns such as "Our"

are tagged as PRP$ in the Penn Treebank tagset.)
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