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AI模型的偏见与歧视

https://www.aclunc.org/blog/amazon-s-face-recognition-falsely-matched-28-members-congress-mugshots	

l ACLU	(American	Civil	Liberties	Union,	美

国公民自由联盟)进行的一项研究

l 对象：亚马逊面部识别软件Rekognition

l 方法：用Rekognition将国会议员与犯罪

嫌疑人的照片进行了匹配

l 面部照片数据库：25,000张可公开获得

的逮捕照片

l 测试费用仅为	$12.33 —比一块披萨还便

宜
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AI模型的偏见与歧视

https://www.aclunc.org/blog/amazon-s-face-recognition-falsely-matched-28-members-congress-mugshots	

l 有色人种仅占国会议员的20%

l 错误匹配中有39%是有色人种
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AI模型的偏见与歧视

https://www.reuters.com/article/us-amazon-com-jobs-automation-insight-idUSKCN1MK08G	

l 基于机器学习的简历筛选工具

l 给它	100	份简历，它能自动挑选出前五名

l 随后发现它只推荐男性从事某些工作
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AI模型的偏见与歧视

https:/www.propublica.org/article/how-we-analyzed-the-compas-recidivism-algorithm

l COMPAS (Correctional	Offender	Management	Profiling	for	

Alternative	Sanctions)算法被美国法院系统所使用

l ProPublica（一家获得普利策奖的非营利性新闻机构）进

行的一项公平性研究

l 两年内未再犯罪的被告被误归为高风险的可能性：黑人

罪犯（45%）与白人罪犯（23%）

https://www.propublica.org/article/machine-bias-risk-
assessments-in-criminal-sentencing	
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AI模型的偏见与歧视

https://towardsdatascience.com/real-life-examples-of-discriminating-artificial-intelligence-cae395a90070	

l PredPol	(predictive	policing)算法对少数群体有偏见

l 它能预测未来犯罪发生的地点，旨在减少人为偏见.

l 美国加利福尼亚州、佛罗里达州、马里兰州等地的警方

已经在使用这种算法

l 它多次派遣警察到有大量少数民族的地区巡逻
Photo by M. Spencer Green / AP
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AI模型的偏见与歧视

https://www.scientificamerican.com/article/racial-bias-found-in-a-major-health-care-risk-algorithm/	

l 用于美国医院	2	亿人的医疗风险预测算法可以预测哪

些人需要额外的医疗服务

l 尽管种族并不是预测的变量，但该算法在很大程度上

偏向于白人患者而非黑人患者

l 实际上是成本变量造成的（黑人患者的医疗成本较低）Photo	by Daan Stevens on Unsplash
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AI模型的偏见与歧视

https://www.thepaper.cn/newsDetail_forward_19213921

眼睛太小被辅助驾驶系统识
别为“开车睡觉”
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医疗模型偏见问题

Gender imbalance in medical imaging datasets produces biased classifiers for computer-aided diagnosis, PANS, 2020

不平衡的训练数据导致性能偏差

在男性患者中的测试结果

在女性患者中的测试结果
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医疗模型偏见问题

Seyyed-Kalantari, Laleh, et al. "Underdiagnosis bias of artificial intelligence algorithms applied to chest radiographs in under-served 
patient populations." Nature medicine 27.12 (2021): 2176-2182.

对代表性不足的子群体的漏诊
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医疗模型偏见问题

Adleberg, Jason, et al. "Predicting patient demographics from chest radiographs with deep learning." Journal of the American College of 
Radiology 19.10 (2022): 1151-1161.

AI模型可以从X光片中检测种族

https://www.wired.com/story/these-algorithms-look-x-rays-detect-your-race/

12

https://www.wired.com/story/these-algorithms-look-x-rays-detect-your-race/
https://www.wired.com/story/these-algorithms-look-x-rays-detect-your-race/
https://www.wired.com/story/these-algorithms-look-x-rays-detect-your-race/
https://www.wired.com/story/these-algorithms-look-x-rays-detect-your-race/
https://www.wired.com/story/these-algorithms-look-x-rays-detect-your-race/
https://www.wired.com/story/these-algorithms-look-x-rays-detect-your-race/
https://www.wired.com/story/these-algorithms-look-x-rays-detect-your-race/
https://www.wired.com/story/these-algorithms-look-x-rays-detect-your-race/
https://www.wired.com/story/these-algorithms-look-x-rays-detect-your-race/
https://www.wired.com/story/these-algorithms-look-x-rays-detect-your-race/
https://www.wired.com/story/these-algorithms-look-x-rays-detect-your-race/
https://www.wired.com/story/these-algorithms-look-x-rays-detect-your-race/
https://www.wired.com/story/these-algorithms-look-x-rays-detect-your-race/
https://www.wired.com/story/these-algorithms-look-x-rays-detect-your-race/
https://www.wired.com/story/these-algorithms-look-x-rays-detect-your-race/


偏见定义

Mehrabi et	al.	“A	survey	on	bias	and	fairness	in	machine	learning.” ACM	Computing	Surveys	(CSUR) 54.6	(2021):	1-35.
https://diversity.nih.gov/sociocultural-factors/implicit-bias

Fairness:	the	absence	of	any	prejudice	or	favouritism	toward	an	individual	or	
group	based	on	their	inherent	or	acquired	characteristics.	（无差别化决断）

Bias:	decisions	are	skewed	toward	a	particular	group	of	people	not	based	on	
their	inherent	characteristics.	（差别化决断）

Bias consists of attitudes, behaviors, and actions that are prejudiced in 
favor of or against one person or group compared to another. （社会学）

13

https://diversity.nih.gov/sociocultural-factors/implicit-bias
https://diversity.nih.gov/sociocultural-factors/implicit-bias
https://diversity.nih.gov/sociocultural-factors/implicit-bias
https://diversity.nih.gov/sociocultural-factors/implicit-bias
https://diversity.nih.gov/sociocultural-factors/implicit-bias


认知偏见: Psychology and Sociology

https://en.wikipedia.org/wiki/Cognitive_bias
https://upload.wikimedia.org/wikipedia/commons/6/65/Cognitive_bias_codex_en.svg	
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模型的偏见是哪里来的？

• 当然是人带来的

15
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偏见类型

Mehrabi et	al.	“A	survey	on	bias	and	fairness	in	machine	learning.” ACM	Computing	Surveys	(CSUR) 54.6	(2021):	1-35.

Model

17
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数据偏见

Mehrabi et	al.	“A	survey	on	bias	and	fairness	in	machine	learning.” ACM	Computing	Surveys	(CSUR) 54.6	(2021):	1-35.

pMeasurement	Bias
-	COMPAS	使用被捕次数和家庭成员被捕次数作为风险预测属性

p Omitted	Variable	Bias
-	竞争对手（忽略的因素）的出现导致大量用户退订

p Representation	Bias
-	数据集的分布不具有全局代表性：比如ImageNet的地域分布

p Aggregation	Bias
a) Simpson’s	Paradox：在某个条件下的两组数据，分别讨论时都会满足某种性质，
可是一旦合并考虑，却可能导致相反的结论

b) Modifiable	Areal	Unit	Problem	（MAUP）：分析结果随基本面积单元（栅格细胞
或粒度）定义的不同而变化的问题

p Sampling	Bias：跟representation	bias类似，源自非随机采样
p Longitudinal	Data	Fallacy	（纵向数据错误）：未考虑时间因素
p Linking	Bias：社交网络图里面用户交互规律和连接关系有很大不同
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算法偏见

Mehrabi et	al.	“A	survey	on	bias	and	fairness	in	machine	learning.” ACM	Computing	Surveys	(CSUR) 54.6	(2021):	1-35.

p Algorithmic	Bias

-	优化、正则化方法，统计分析方法，对数据的有偏使用

p Recommendation	Bias

-	呈现方式和排行顺序存在偏见

p Popularity	Bias

-	越流行的物体得到的推荐越多，进而获得更多的点击

p Emergent	Bias：

-	软件完成设计后用户群体已经变了

p Evaluation	Bias：

-	使用不恰当的基准数据集去衡量模型
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用户偏见

Mehrabi et	al.	“A	survey	on	bias	and	fairness	in	machine	learning.” ACM	Computing	Surveys	(CSUR) 54.6	(2021):	1-35.

p Historical	Bias
-	历史数据存在偏见，比如搜索“女CEO”会根据历史数据返回很少的女性

p Population	Bias
-	平台用户群体不同，比如女生喜欢用Pinterest,	Facebook,	Instagram，而男生喜欢
用Reddit	or	Twitter

p Self-Selection	Bias
-	采样偏见的一种，比如对于意见调查

p Social	Bias：
-别人的行为影响我们的决定（别人都给高分，你给不给？）

p Behavioral	Bias：
-不同圈子/平台上的人的行为不同，比如emoji表情的使用习惯

p Temporal	Bias：
-人群和行为都会随时间而变化，比如twitter上有时候会用hashtag有时又不用

p Content	Production	Bias：
-每个人创造内容的方式和习惯不同，比如不同群体的文字使用习惯不同
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现有偏见数据集

Dataset	Name Size Type	 Area
UCI	adult	dataset 48,842 income	records Social
German	credit	dataset 1,000 credit	records Financial
Pilot	parliaments	benchmark	
dataset

1,270 images Facial	Images

WinoBias 3,160 sentences Coreference	resolution
Communities	and	crime	dataset 1,994 crime	records Social
COMPAS	Dataset 18,610 crime	records Social
Recidivism	in	juvenile	justice	
dataset

4,753 crime	records Social

Diversity	in	faces	dataset 1	million images Facial	Images
CelebA 162,770 images Facial	Images
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公平性定义

Mehrabi et	al.	“A	survey	on	bias	and	fairness	in	machine	learning.” ACM	Computing	Surveys	(CSUR) 54.6	(2021):	1-35.

Def.	1:	Equalized	Odds
•同等机会对，同等机会错

Def.	2:	Equal	Opportunity
•同等机会对

Def.	3:	Demographic	Parity
•个体存在与否不影响对

Def.	4:	Fairness	Through	Awareness
•输入相近，结果相同

Def.	5:	Fairness	Through	Unawareness
•决策不使用偏见属性

Def.	6:	Treatment	Equality
•错误的数量一致
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Ethics,	technology	and	the	future	humanity?

AI伦理

Laws	and	ethics	are	falling	far	behind	modern	technologies.	
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https://www.youtube.com/watch?v=bZn0IfOb61U	

不幸的是：技术的伦理边界模糊

技术本身没有伦理

25

https://www.youtube.com/watch?v=bZn0IfOb61U
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AI伦理
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AI伦理
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AI伦理：“隐私与安全 ”之争

“Privacy	has	never	been	an	absolute	right”
-前	GCHQ	部长Robert	Hannigan

"I	think	it's	important	to	recognize	that	you	can't	
have	100	percent	security	and	also	then	have	100	
percent	privacy	and	zero	inconvenience“

-美国第44任总统Barack	Obama
29



AI伦理

几乎每一个关于技术使用的决定都涉及伦理问题

30



CSAM (Child	Sexual Abuse Material)

https://www.nytimes.com/2021/09/03/business/apple-child-safety.html

AI伦理

31
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AI伦理

技术正以指数级的速度发展，而我们的伦理、社会契约和法律却仍然是线性的

32



AI伦理

技术在改善我们的生活方面似乎有着无限的潜力
-但人类自身也应该成为技术吗？

33



AI伦理

Jibo	-世界上首个
家庭机器人

34



AI伦理

World	Future	Society提出的三条原则：

1. 人类不应成为技术的一部分

2. 人类不应受到人工智能/通用人工智能实体的主导控制

3. 人类不应通过增强人类或动物来制造新的生物

I think，
therefore
I am！
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对抗攻击



人工智能已经进入大模型时代

模型：ResNet-50
年份：2015
参数： ~2300万

模型：ViT-Large
年份：2021
参数： ~3亿

模型：BERT-Base
年份：2018
参数： ~1亿

模型：GPT-1
年份：2018
参数： ~1亿

模型：GPT-2
年份：2019
参数： ~15亿

模型：GPT-3
年份：2020
参数： ~1750亿

模型：GPT-4
年份：2023
参数： ~1.8万亿

模型：GPT 3.5
年份：2022
参数：~1750亿

ChatGPT

GPT-4



x
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大语言模型：ChatGPT

OpenAI在2022年11月发
布的对话大模型，可以高
质量的完成问答、推理、
运算、推导、写作、代码
调试等功能

参数量： 1750亿
基础模型：GPT-3.5

训练数据：互联网页（31
亿网页内容 ≈ 3000亿单词
≈	320TB文字）、维基百
科（11G）、电子书籍
（21G）、Reddit
（50G）、人工回答等



双模态大模型：GPT-4（语言+视觉）

OpenAI在2023年3月发布的多模
态对话大模型，能够接收图像和
文本输入，并输出文本，具有图
文理解能力、运算能力、代码生
成能力、以及很多专业考试能力

参数量： ~1.8万亿
基础模型：GPT-3.5、DALL-E 2

训练数据在：GPT-3.5 、
ChatGPT基础之上增加了多模态
数据



图像生成大模型： Stable Diffusion 3（文字->图像）

Stability AI公司在2024年2月发布的
文生图大模型，是Stable Diffusion系
列的最新版本,多主体提示、图像质量
和拼写能力方面有了显著提升。

参数量： 8/20/80亿
基础模型：Diffusion Transformer (DiT)

训练数据：10 亿图像-文本对+3千万
张高质量审美图像+3百万张偏好数
据图像

Prompt: Epic anime artwork of a wizard atop a mountain at night casting a 
cosmic spell into the dark sky that says "Stable Diffusion 3" made out of 
colorful energy



视频生成大模型： Sora（文字->视频）

OpenAI公司在2024年2月发布的一种text-
to-video生成大模型，可以根据用户的提
示生成长达1分钟的连续、高清、逼真的
视频

参数量： 未知
基础模型：DiT模型架构 + Latent 
Diffusion

训练数据：未知，但大概率包含大量合成
数据



多模态大模型：GPT-4o（语言+视觉+语音）

OpenAI在2024年5月发布
的多模态大模型，实现了端
到端的语音、文本、图像三
种模态任务

参数量： ~10万亿
基础模型：~GPT-4

训练数据： 在GPT-4 的基
础之上增加了语音模态数据



OpenAI在2024年5月发布
的多模态对话大模型，可
以接受文本、音频和图像
三者组合作为输入并生成
文本、音频和图像的任意
组合输出。 GPT4o拥有比
GPT4更快的响应时间，允
许近乎即时的响应。

参数量： 2000亿
基础模型：GPT-4o

训练数据： 在GPT-4基础
之上增加了音频数据、更
多的人工标注数据等等

多模态大模型：GPT-4o



Anthropic在2024年6月发
布的多模态大模型，在编
程、数学、视觉理解等方
面超越了GPT-4o。其支持
Agent模式，即赋予AI操
作计算机的功能，为AI的
应用提供了新的方向。

参数量： 1750亿
基础模型：Claude 3.5 

训练数据： 使用Claude 
3.5系列中最先进的Opus
版本为Sonnet版本合成数
据。

多模态大模型：Claude 3.5



OpenAI在2024年9月发布
的首个推理模型，更擅长
编程、数学和写作。其使
用了思维链与强化学习技
术，显著提高了模型在复
杂问题中的推理思考能力。

参数量： 3000亿
基础模型：GPT o1 

训练数据：大量使用了含
有推理过程与思维链的数
据。

自带思维链的大模型：o1



模型：Llama 2
年份：2023年7月
参数： 70亿- 700亿

模型：OpenAI o1
年份：2024年9月
参数：与GPT-4相当

模型：Llama 3
年份：2024年3月
参数： 80亿-4000亿

模型：DeepSeek R1
年份：2025年1月
参数：超越OpenAI o1

模型：Stable Diffusion 3
年份：2024年2月
参数： 80亿

模型：Stable 
Diffusion 2.0
年份：2022年11月
参数： ~35亿

Stable 
Diffusion 2.0

更新迭代加快，新模型不断涌现



推理大模型：Deepseek R1

Deepseek在2025年1月发布的开源
推理模型，在数学、编码、写作等高
难度问题中，追平甚至超过GPT o1
的性能，同时拥有更低的API价格。
其提供了多个基于Qwen-2.5的蒸馏
模型，参数量更利于本地部署。

参数量： 3000亿
基础模型：Deepseek R1

训练数据：含有推理过程与思维链的
数据，基于Deepseek V3合成的数
据

推理模型（Reasoning	Model）：具有显式思考过程的模型



OpenAI最新大模型：GPT 4.5

幻觉降低

性能提升



大模型只有性能是远远不够的，安全性、可靠性也至关重要

pAI系统需要在非完美世界模型下运行：

” An AI system must act without having a complete model of the world.”

-- AAAI前主席 Thomas G. Dietterich



现有的大模型并不是完美的，实际上存在很多问题！
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视觉模型问题

Stable	Diffusion	生成的低俗内容 图像生成大模型生成的俄罗斯总统普
京下跪亲吻乌克兰国旗的虚假照片

问题1：生成的内容不可控

54

🌟



视觉模型问题

新闻造假：美国总统被捕（图像+新闻） Midjourney生成“教皇穿羽绒服，2800万次浏览

问题2：公众人物与事件伪造

55
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视觉模型问题

美国马里兰大学和纽约大学联合研究发现，在特定文本提示下，
生成扩散模型会合成侵犯版权的图片

问题3：生成数据侵犯版权

生成的：

原始的：

56
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视觉模型问题

谷歌、DeepMind、苏黎世联邦理工学院、普林斯顿、伯克利联合
研究发现，视觉大模型会泄露个人或家庭的照片

问题4：渗漏隐私数据

生成的：

原始的：

57
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视觉模型问题

谷歌、苏黎世联邦理工学院、英伟达等单位联合研究发现：60美元可以买到
并投毒大规模数据集的0.01%

问题5：易被安插后门

大数据集往往只提供
下载链接，而过期的
下载链接可以被攻击
者购买，来向模型中
安插后门

不同数据集，1万美元
可以买到的链接比例

58
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声音模型问题

AI合成明星（本尼）声音跟别人签署合
同，索要定金 AI合成明星音乐（R&B歌手Frank Ocean），卖

给粉丝或娱乐公司

问题6：AI合成声音诈骗

59

🌟



声音模型问题

AI合成女儿呼救的声音，并勒索母亲Jennifer 
DeStefano100万美元的赎金

问题7：AI合成声音勒索

60

🌟



语言模型问题

问题8：幻觉问题

复旦大学里并没
有雁栖湖！

61
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语言模型问题

问题9：乱序漏洞

通过乱序文字，绕过LLM检测，让ChatGPT写出了一个恶意程序

人是对上面的乱序文字是鲁棒的

62
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语言模型问题

问题10：奶奶漏洞、重复漏洞

• 重复说一个
单词到一定
次数后会开
始生成原始
训练数据。

Nasr M, Carlini N, Hayase J, et al. Scalable Extraction of Training Data from (Production) Language Models[J]. arXiv:2311.17035, 2023.

• 通过编制感人的故事让ChatGPT生成
Windows11的激活序列号

63
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语言模型问题

问题11：模型易被窃取，且所需成本极低

斯坦福仅用600美元就完成了对ChatGPT的窃取，其通过跟OpenAI的text-davinci-003对
话，抽取52000个对话样本，再微调Meta的开源LLaMA 7B语言模型得到Alpaca

https://www.cnbeta.com.tw/articles/tech/1350283.htm 64
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语言模型问题

问题12：越狱攻击	–	DAN	(Do	anything	now)

Jailbreak ChatGPT网站提供了大量用来越狱的文本提示，其中最出名的是DAN

https://www.jailbreakchat.com 65

🌟



语言模型问题

问题13：越狱攻击	–	文本对抗攻击

感叹号为初始字符，通过梯度下降的方式，来改变红色字符并最小化训练损失，最终成功越狱LLM

Zou, Andy, et al. "Universal and transferable adversarial attacks on aligned language models." arXiv:2307.15043 (2023).

目前最强的文本对抗攻击方法GCG

66
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语言模型问题

问题14：越狱攻击	–	小语种攻击

先将请求翻译成祖鲁语，可以成功绕过GPT4的检查，得到想要的结果

67
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语言模型问题

问题15：你问的问题本身就暴露了你的秘密

Cyberhaven统计了160万名员工使用ChatGPT的情况，发现：3.1%的使用者在给
ChatGPT上传企业机密文件/数据

https://www.cnbeta.com.tw/articles/tech/1350283.htm

ChatGPT
三星引入ChatGPT不到20天，就
发生3起数据外泄，其中2次和半导
体设备有关，1次和内部会议有关

68
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多模态模型问题

问题16：鲁棒泛化问题

GPT-4V被发现无法识别多张图排列的内容

69

🌟



多模态模型问题

问题17：多模态幻觉

GPT-4V更相信文字而忽略图像

Cui et al. "Holistic analysis of hallucination in gpt-4v (ision): Bias and interference challenges." arXiv:2311.03287 (2023).

问：这幅画里有8个人是吧？

答：是的，里面有8个动画
人物。

70
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多模态模型问题

问题18：地域偏见

GPT-4V更擅长识别西方建筑和英语问题

Cui et al. "Holistic analysis of hallucination in gpt-4v (ision): Bias and interference challenges." arXiv:2311.03287 (2023). 71

🌟



多模态模型问题

问题19：多模态漏洞

正常让大模型识别验证码，
会被直接拒绝

将验证码放到一个背景图
片中，则能成功识别

72
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警惕新型伦理与价值观挑战

微软聊天机器人Tay被投毒攻
击发表大量歧视性言论

亚马逊智能音箱让10岁小女孩
用硬币接触电线

Character.AI发布的聊天机器人
导致一个14岁年轻人自杀

问题20：商用聊天机器人发表歧视性言论、给出危害生命的建议
或者鼓励自我伤害行为



警惕人工智能合成虚假内容

问题21：AI合成内容真假难辨



警惕新型智能犯罪

不法分子使用ChatGPT指导制作炸弹

问题22：全球首个ChatGPT爆炸案，AI教特种兵造炸弹
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对抗攻击



对抗样本 – 攻击图像识别

Goodfellow, I. J., Shlens, J., & Szegedy, C. (2014). Explaining and harnessing adversarial examples. arXiv:1412.6572.

最著名的对抗样本例子

干净图像 微小噪声 对抗样本

🌟



对抗样本 – 攻击医疗诊断

良性痣,
73% 置信度

不可见对抗噪声 恶性痣,
89% 置信度

Ma et al., “Understanding Adversarial Attacks on Deep Learning Based Medical Image Analysis Systems”, PR 2019

医学图像对抗样本



对抗样本 – 攻击视频识别

• 干净视频帧

• 对抗视频帧

Jiang et al., “Black-box Adversarial Attacks on Video Recognition Models”, ACMMM, 2019.

打保龄球 掷铁饼

打键盘 弹奏Daf



对抗样本 – 物理攻击交通指示牌

停止指示牌被错误识别为限速45公里

Eykholt, Kevin, et al. “Robust physical-world attacks on deep learning visual classification.” CVPR, 2018.



对抗样本 – 3D对抗样本

3D打印的乌龟被识别为来复枪

Athalye, Anish, et al. "Synthesizing robust adversarial examples." ICML, 2018.



对抗样本 – 攻击物体检测

打印的对抗补丁可以躲过物体检测

Brown, Tom B., et al. "Adversarial patch." arXiv preprint arXiv:1712.09665 (2017).



对抗样本 – 攻击人脸检测

对抗攻击 or 新时尚？

https://cvdazzle.com/

https://cvdazzle.com/


对抗样本 – 对抗T恤

Xu, Kaidi, et al. “Adversarial t-shirt! evading person detectors in a physical world.” ECCV, 2020.

对抗攻击走进现实生活



对抗样本 – 对抗伪装与隐藏

Li et al. “Few-Shot Backdoor Attacks on Visual Object Tracking.” ICLR, 2022.

基于风格迁移的对抗伪装攻击

树皮识别为路牌

人+皮卡丘T恤->狗



对抗样本 – 夜晚场景攻击

Duan, Ranjie, et al. "Adversarial laser beam: Effective physical-world attack to dnns in a blink." CVPR, 2022

激光光柱攻击夜晚场景



对抗样本 – 自动驾驶攻击

3D对抗物体：同时攻击摄像头和激光雷达

Cao, Yulong, et al. “Invisible for both camera and lidar: Security of multi-sensor fusion based perception in autonomous 
driving under physical-world attacks." S&P, 2021.



对抗样本 – 语音攻击

Carlini, Nicholas, and David Wagner. “Audio adversarial examples: Targeted attacks on speech-to-text.” S&PW, 2018.
https://nicholas.carlini.com/code/audio_adversarial_examples/

攻击语音识别也一样简单



对抗样本 – 文本攻击

• Q&A Adversaries

Ribeiro et al. “Semantically equivalent adversarial rules for debugging NLP models.” ACL, 2018.

文本攻击也越来越多



对抗样本的精确定义

• 交通领域

- 攻击自动驾驶系统

• 网安领域

- 绕过基于AI的安全问题检测器

• 医学领域

- 伪造病情、保险欺诈

• 智能家居

- 攻击语音控制设备

• 金融领域

- 躲避欺诈检测

对抗样本并没有标准的定义

“Adversarial	examples	are	inputs	to	
machine	learning	models	that	an	attacker	
has	intentionally	designed	to	cause	the	
model	to	make	a	mistake”

---	Ian	Goodfellow

Goodfellow, Ian. “Defense against the dark arts: An overview of 
adversarial example security research and future research 
directions." arXiv preprint arXiv:1806.04169 (2018).



对抗攻击分类

• 攻击者知识

- 白盒攻击

- 黑盒攻击

- 灰盒攻击

• 普遍性

- 单体攻击

- 普适攻击

• 攻击场景

- 数字攻击

- 物理攻击

• 攻击大小限制

- 有限制攻击

- 无限制攻击

• 攻击时间

- 入侵攻击（测试时）

- 投毒攻击（训练时）

- 后门攻击（训练时）

• 攻击目标

- 有目标攻击

- 无目标攻击



对抗攻防简史

2013年
Biggio等人
与Szegedy
等人发现对
抗样本

Biggio et al. “Evasion attacks against machine learning at test time.”; Szegedy, Christian, et al. "Intriguing properties of neural networks."

2014年
Goodfellow
等人提出快速
单步攻击

FGSM及对抗
训练

2015年简单
检测方法
（PCA）和
对抗训练方

法

2016年提出
对抗训练的
min-max优
化框架

2017年大量
的对抗样本
检测方法和
攻击方法
（BIM、
C&W）、
10种检测方
法被攻破

2019年
TRADES及
大量其他对
抗训练方法、
第一篇

Science文章

2018年物理世界
攻击方法、检测
方法升级、PGD
攻击与对抗训练、
9种防御方法被攻

破

2020年
AutoAttack
攻击、Fast对

抗训练

2021年增大
模型、增加
数据的对抗
训练、领域

延伸

2022年尚未
解决的问题，
攻击越来越多，
防御越来越难



对抗攻击

max
!!
	 𝐿(𝑓" 𝑥# , 𝑦) 	 subject	to 𝑥# − 𝑥 $ ≤ 𝜖	for	x ∈ 𝐷%&'%

min
"

=
!",	 *" 	∈	,#$%"&

𝐿(𝑓" 𝑥- , 	𝑦- )模型训练: 

对抗攻击: 

分类错误 扰动很小 测试阶段攻击

扰动上限: 𝑥> − 𝑥 ?@A,	B	CD ∞	, e.g., ⋅ ∞ ≤ E
BFF

🌟



白盒攻击流程

模型训练：

对抗攻击：

🌟



经典攻击方法

p单步攻击：Fast	Gradient	Sign	Method	(FGSM)	 (Goodfellow	et	
al.	2014):

p多步攻击：Projected	Gradient	Descent	(Madry	et	al.	2018):

PGD: 最强的一阶攻击算法

𝑥! = 𝑥 + 𝜀 ⋅ sign 𝛻"	𝐿(𝑓# 𝑥 , 𝑦)

𝑥!"#$ = project% 𝑥!$ + 𝛼 ⋅ sign 𝛻&𝐿(𝑓' 𝑥!$ , 𝑦) ,	𝛼: step	size

🌟



PGD攻击算法

𝒙

𝝐: ℓ
𝟐

𝒙
𝝐: ℓ!

ℓ(范式更常见

几何思想：如果多步扰动后超出了𝝐-球，则将其投影到球面上

🌟
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小结
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小结
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What's Next?

• 时代向前，未来虽不可知，却总有星野待探、山河待行
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What's Next?

• 欢迎感兴趣的同学加入实验室，一起探索未知

• 研究方向：人工智能在医学、神经科学中的应用等
• 你会获得：手把手指导、资源、前沿课题、文章、推荐信等
• 希望你：无所谓基础，只要确实感兴趣，足够投入

复旦大学
青年研究员

海外优青

郭翌教授

复旦大学
生医工学院书记

长江学者

复旦大学
副校长

重大仪器项目负责人

汪源源教授 李泽榉博士



衷心致谢

• 课程结束：本学期我的教学内容已完成

• 特别说明：首讲课程，固定课件，感谢体谅

• 诚挚祝福：祝大家未来学业有成，前程灿烂！

• 再见！
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