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数据集偏移

• 机器学习的假设是训练和测试符合独立同分布（IID）

• 但事实上现实应用中，不可能实现IID环境，会面临很多问题：

Causality matters in medical imaging



数据集偏移

• 因果关系给研究数据集偏移提供新视角

• A有对B有一个直接的效果，等等

Causality matters in medical imaging



数据集偏移

• 因果学习有三个层次

• 但机器学习仅建模相关性

Causality, Judea Pearl



数据集偏移

• 医学图像处理任务的因果视角

• 疾病分类：反因果方向

Causality matters in medical imaging
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数据集偏移

• 医学图像处理任务的因果视角

• 病灶分割？哪个是因，哪个是果？

Causality matters in medical imaging

模型建模方向



数据集偏移

• 医学图像处理任务的因果视角

• 病灶分割：因果方向

Causality matters in medical imaging
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数据集偏移

• 医学图像处理任务的因果视角

• 疾病分类：反因果方向

• 病灶分割：因果方向

• 其实按照因果理论，所有的半监督
分割都是徒劳；因为我们不能从无
条件的因果得到更多信息。

• 有实验证明，半监督分割的增益都
可以通过不增加数据的正则化实现

Causality matters in medical imaging



数据集偏移

• 因果视角下的数据集偏移

Causality matters in medical imaging



数据集偏移

• 人口统计偏移：不同
子类采样频率不同

两年内未再犯罪的被告被误归为高风险的可能性：

l 黑人罪犯（45%）与白人罪犯（23%）



数据集偏移

• 协变量偏移：域偏移



数据集偏移

• 标注偏移：不同医生标注
标准不同



数据集偏移

• 类别偏移：不同数据集
正负样本不同



数据集偏移

• 显现偏移：对于同一种
病灶的显型不同，但是
比较难以建模



数据集偏移

• 显现偏移：对于同一种
病灶的显型不同，但是
比较难以建模



数据集偏移

• 不同数据集偏移对照图

• 可以根据这个审查自己数据集
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公平性

https://www.reuters.com/article/us-amazon-com-jobs-automation-insight-idUSKCN1MK08G

l 基于机器学习的简历筛选工具

l 给它 100 份简历，它能自动挑选出前五名

l 随后发现它只推荐男性从事某些工作
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公平性

https://www.scientificamerican.com/article/racial-bias-found-in-a-major-health-care-risk-algorithm/

l 用于美国医院 2 亿人的医疗风险预测算法可以预测哪

些人需要额外的医疗服务

l 尽管种族并不是预测的变量，但该算法在很大程度上

偏向于白人患者而非黑人患者

l 实际上是成本变量造成的（黑人患者的医疗成本较低）Photo by Daan Stevens on Unsplash
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公平性

Mehrabi et al. “A survey on bias and fairness in machine learning.” ACM Computing Surveys (CSUR) 54.6 (2021): 1-35.

Def. 1: Equalized Odds
•同等机会对，同等机会错

Def. 2: Equal Opportunity
•同等机会对

Def. 3: Demographic Parity
•个体存在与否不影响对

Def. 4: Fairness Through Awareness
•输入相近，结果相同

Def. 5: Fairness Through Unawareness
•决策不使用偏见属性

Def. 6: Treatment Equality
•错误的数量一致

P(ˆY=1|A=0, Y=y) = P(ˆY=1|A=1, Y=y)

P(ˆY=1|A=0, Y=1) = P(ˆY=1|A=1, Y=1)

P(ˆY |A=0) = P(ˆY|A=1)



公平性

不平衡的训练数据导致性能偏差

在男性患者中的测试结果

在女性患者中的测试结果

Gender imbalance in medical imaging datasets produces biased classifiers for computer-aided diagnosis



公平性

• 世界上医疗条件差别很大



公平性

• 人种影响分割精确度

Fairness in Cardiac MR Image Analysis: An Investigation of Bias Due to Data Imbalance in Deep Learning Based Segmentation



公平性

• 改进方法很简单，有四种：

• 1）Fix the world

• 2）Pre-Processing: Fix the input data
• Remove sensitive attributes (and correlated ones)
• Resample and/or reweight protected groups

• 3）In-Processing: Optimize for fairness in model training

• 4）Post-Processing
• Choose fair models during model selection
• Post-hoc adjustments to ‘de-bias’ model scores



公平性

• 改善公平性的一些baseline

修改输入

优化模型

后处理



公平性

• 对与公平性来说，都还算有效
• 但是会牺牲性能



公平性

Our hope:
Fairness-improving
methods can expand this
frontier by adding new
points

Precision@k
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• 公平性和性能总是存在
trade-off
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协变量偏移

• 输入特征（feature, covariates）变化，训练时p(x)，测试时q(x)
• 但p(y|x)不变
• 不同领域有各种名字，比如domain shifts, acquisition shifts, etc.



协变量偏移

• 为了克服协变量偏移，有很多设定

• 但其实一般来说还是域泛化的想法比较直接



协变量偏移

• 例子：脑部磁共振各种序列

• 神经网络算法无法泛化



协变量偏移

• 代表性工作Synthseg

• 也叫Domain Randomization

• 在训练图像上做各种变换

SynthSeg: Segmentation of brain MRI scans of any contrast 
and resolution without retraining



协变量偏移

• 往往需要牺牲域内表现来得到更好的跨域表现
• 收集数据才是正道



协变量偏移

• 努力扩大训练图像数据集

Large-Scale 3D Medical Image Pre-training with Geometric Context Priors



协变量偏移

• 数据越多，效果越好

Large-Scale 3D Medical Image Pre-training with Geometric Context Priors



协变量偏移

• 图像-文本提供更多信息

RadGPT: Constructing 3D Image-Text Tumor Datasets



协变量偏移

• 在现代大语言模型下的协变量偏移也很常见，aka幻觉（Hallucination）

• 因为在开放环境测试的时候不知道会提什么问题

幻觉降低

性能提升



协变量偏移

问题1：幻觉问题

复旦大学里并没
有雁栖湖！



协变量偏移

问题2：多模态幻觉

GPT-4V更相信文字而忽略图像

问：这幅画里有8个人是吧？

答：是的，里面有8个动画
人物。



协变量偏移

问题3：多模态漏洞

正常让大模型识别验证码，
会被直接拒绝

将验证码放到一个背景图
片中，则能成功识别



协变量偏移

问题4：鲁棒泛化问题

GPT-4V被发现无法识别多张图排列的内容



协变量偏移

问题5：越狱攻击 – DAN (Do anything now)

Jailbreak ChatGPT网站提供了大量用来越狱的文本提示，其中最出名的是DAN



协变量偏移

问题6：奶奶漏洞、重复漏洞

• 重复说一个
单词到一定
次数后会开
始生成原始
训练数据。

• 通过编制感人的故事让ChatGPT生
成Windows11的激活序列号



协变量偏移

问题7：乱序漏洞

通过乱序文字，绕过LLM检测，让ChatGPT写出了一个恶意程序

人是对上面的乱序文字是鲁棒的



协变量偏移

Stable Diffusion生成的低俗内容 图像生成大模型生成的俄罗斯总统普
京下跪亲吻乌克兰国旗的虚假照片

问题8：生成的内容不可控
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Why CLIP?

• Maybe the most impactful AI paper since 2021, but people might 
not fully understand its value



Why CLIP?

• Alec is a genius and the hero of our time, also create DCGAN, GPT-
2, Whisper, without doing a PhD!



After this tutorial, you (may) will

• Know what CLIP can achieve
• Know why CLIP is important
• Know how people use CLIP
• Have a feeling of how to do research in CV/ML



Mainly Covered Papers, cited > 500 times

• [1] Radford, Alec, et al. "Learning transferable visual models from natural language 
supervision." International conference on machine learning. PMLR, 2021.

• [2] Taori, Rohan, et al. "Measuring robustness to natural distribution shifts in image 
classification." Advances in Neural Information Processing Systems 33 (2020): 18583-
18599.

• [3] Zhou, Kaiyang, et al. "Learning to prompt for vision-language models." International 
Journal of Computer Vision 130.9 (2022): 2337-2348.

• [4] Gao, Peng, et al. "Clip-adapter: Better vision-language models with feature 
adapters." International Journal of Computer Vision 132.2 (2024): 581-595.

• [5] Fang, Alex, et al. "Data determines distributional robustness in contrastive language 
image pre-training (clip)." International Conference on Machine Learning. PMLR, 2022.

• [6] Wortsman, Mitchell, et al. "Robust fine-tuning of zero-shot models." Proceedings of the 
IEEE/CVF conference on computer vision and pattern recognition. 2022.

• [7] Kumar, Ananya, et al. "Fine-tuning can distort pretrained features and underperform 
out-of-distribution." arXiv preprint arXiv:2202.10054 (2022).



Part 1: Foundations of CLIP

Typical classification model, classify C classes
• The weight metric is learned together with training
• The weight metric is fixed after training

I: H x W x 3

z: 1 x 1 x D

𝑊!: D x C

Determine classification results with z𝑊!



Part 1: Foundations of CLIP

Typical classification model, classify C classes
• The weight metric is learned together with training
• The weight metric is fixed after training

I: H x W x 3

z: 1 x 1 x D
Few (Zero)-shot learning, the classes is not settled
• The weight metric is dynamic
• The weight metric is constructed at inference

𝑊!: D x C

𝑊": D x ?

Determine classification results with z𝑊!

Determine classification results with z𝑊"



Part 1: Foundations of CLIP



Part 1: Foundations of CLIP
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Part 1: Foundations of CLIP



Part 1: Foundations of CLIP

• Prior methods model image 
and language separately

• Make the image encoding 
prediction on exact words 
or bag of words.

• Training on 400 million 
(image, text) pairs!



Part 1: Summary

• Simple works
• CLIP connects image and language with very simple formulations
• CLIP extends simple things to large scale



Part 2: Zero-shot learning

• Problem setting: unseen 
class at test time

• Rely on language to model 
class relationship



Part 2: Zero-shot learning

• Very hard until CLIP shows up
• Comparable to few-shot settings



Part 2: Summary

• CLIP is very effective on Zero-shot learning



Part 3: Background on domain shifts

• Training and test dataset are 
never independent and 
identically distributed (iid)

• Domain shifts cause many 
types of covariate shifts on 
features, making neural 
networks cannot generalize 
well



Part 3: Background on domain shifts

• People have been working on this for years, for domain-
invariant features

• Data augmentation, etc.



Part 3: Background on domain shifts

• But do we make our model more robust?
• Acc1: accuracy on training domain
• Acc2: accuracy on test domain

• The evaluation should depend on two things:
1.Relative robustness: acc2(f)
2. Effective robustness: acc2(f) − acc1(f)



Part 3: Background on domain shifts

• But do we make our model more robust?

Source Domain
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Part 3: Background on domain shifts

• Actually, No. Existing 
methods do not improve 
effective robustness

• They just make the 
network generally good 

Taori, Rohan, et al. "Measuring robustness to natural distribution shifts in image classification." Advances in Neural Information Processing Systems 33 (2020): 18583-18599.



Part 3: Robust under domain shifts

• But things change with CLIP



Part 3: Robust under domain shifts

• But which make it so good?
• (i) the training set size
• (ii) the training distribution
• (iii) language supervision 
• (iv) the contrastive loss function

Fang, Alex, et al. "Data determines distributional robustness in contrastive language image pre-training (clip)." International Conference on Machine Learning. PMLR, 2022.



Part 3: Robust under domain shifts

• But which make it so good?
• (i) the training set size
• (ii) the training distribution
• (iii) language supervision 
• (iv) the contrastive loss function

• Answer: (ii)

Fang, Alex, et al. "Data determines distributional robustness in contrastive language image pre-training (clip)." International Conference on Machine Learning. PMLR, 2022.



Part 3: Summary

• Most regularization and training trick cannot improve effective 
robustness

• CLIP is maybe the only one at that moment effectively robust to 
domain shifts

• It is because it is trained with diverse training datasets



Part 4: Follow-up works: How to use CLIP

• Many works have been proposed to adapt CLIP, with two goals:
• Efficient finetuning: Do not change the CLIP parameters
• Robust finetuning: Guarantee the out-of-distribution performance



Part 4: How to use CLIP: Efficient finetuning

• Learn the text prompt to construct the few-shot weight 𝑊"

Zhou, Kaiyang, et al. "Learning to prompt for vision-language models." International Journal of Computer Vision 130.9 (2022): 2337-2348.
Gao, Peng, et al. "Clip-adapter: Better vision-language models with feature adapters." International Journal of Computer Vision 132.2 (2024): 581-595.



Part 4: How to use CLIP: Robust finetuning

• Fully finetuning reduce the prior in the model parameters

Wortsman, Mitchell, et al. "Robust fine-tuning of zero-shot models." Proceedings of the IEEE/CVF conference on computer vision and pattern recognition. 2022.
Kumar, Ananya, et al. "Fine-tuning can distort pretrained features and underperform out-of-distribution." arXiv preprint arXiv:2202.10054 (2022).



Part 4: How to use CLIP: Robust finetuning

• Fully finetuning reduce the prior in the model parameters
• Average the model parameters with pre-trained ones

Wortsman, Mitchell, et al. "Robust fine-tuning of zero-shot models." Proceedings of the IEEE/CVF conference on computer vision and pattern recognition. 2022.
Kumar, Ananya, et al. "Fine-tuning can distort pretrained features and underperform out-of-distribution." arXiv preprint arXiv:2202.10054 (2022).



Part 4: Summary

• When you want to adapt CLIP to your data
• If you want to quick use it without re-training: efficient finetuning
• If you want to make sure it generalizes well: robust finetuning



Part 5: Potential impact on brain imaging

• Problem: link image representation to brain activity

Scotti, Paul, et al. "Reconstructing the mind's eye: fMRI-to-image with contrastive learning and diffusion priors." Advances in Neural Information Processing Systems 36 (2024).



Take home message

• CLIP is great because it provides *stunning* performance on
• Zero-shot learning
• Robust learning

• It also opens a door to connect image and language
• For brain imaging, CLIP might help

• Align stimulus, image and text
• Alleviate data shifts



目录

1 数据集偏移

4 文字-图像对齐：CLIP

5 数据降维：CEBRA

79

2 人口统计偏移：公平性

3 协变量偏移：域偏移



• The transformation of data from a high-dimensional space into a low-
dimensional space.

Original data 
𝑥 ∈ ℝ!

Feature 
Extraction 
(e.g. SIFT 
feature)

Feature 
Reduction

Data Analysis 
(e.g. kNN)

Dog

Feature
	ℎ ∈ ℝ"

Feature
	𝑧 ∈ ℝ#

m << k

A traditional pipeline of image 
classification

Label
	𝑦 ∈ ℝ$ 
(n-class)

3/23数据降维



• The dimensionality reduction method 
should make the low-dimensional 
representation retains some meaningful 
properties of the original data.

• Common methods include
• Feature selection
• Principal component analysis (PCA)
• Autoencoder
• T-distributed Stochastic Neighbor 

Embedding (t-SNE)*
• Uniform manifold approximation and 

projection (UMAP)*

*only for visualization

4/23数据降维



• Learning to reduce dimensionality with a neural network

Feature 
Reduction

Data Analysis 
(e.g. kNN)

Dog

Feature
	ℎ ∈ ℝ!

Feature
	𝑧 ∈ ℝ"

m << k

A traditional pipeline of image classification

Dog

End-to-end supervised learning, based on with 
multilayer perceptron (MLP) 

CEBRA-Behaviour!

Label
	𝑦 ∈ ℝ# 
(n-class)

Feature
	ℎ ∈ ℝ!

Feature
	𝑧 ∈ ℝ"

m << k

Label
	𝑦 ∈ ℝ# 
(n-class)

5/23数据降维



• Learning 
representation 
without labels

• Widely adapted 
for pretraining 
deep neural 
networks 

[SimCLR] Chen T, Kornblith S, Norouzi M, et al. A simple framework for contrastive learning of visual representations[C]//International conference on machine 
learning. PMLR, 2020: 1597-1607.

CEBRA-Time!

6/23对比学习



• Alignment (closeness) of 
features from positive pairs

• Uniformity of the induced 
distribution of the 
(normalized) features on the 
hypersphere

Wang T, Isola P. Understanding contrastive representation learning through alignment and uniformity on the hypersphere[C]//International Conference on Machine 
Learning. PMLR, 2020: 9929-9939.

7/23为什么对比学习有用



• Contrasts the set of all 
samples from the same 
class as positives, 
effectively leveraging 
label information.

Khosla P, Teterwak P, Wang C, et al. Supervised contrastive learning[J]. Advances in neural information processing systems, 2020, 33: 18661-18673.

CEBRA-Hybrid!

8/23有监督的对比学习



• CEBRA: a nonlinear dimensionality reduction method based on contrastive learning.

• For a time series with length 𝑁:
• Input: high dimensional feature ℎ ∈ ℝ!∗#

• Output: low dimensional feature 𝑧 ∈ ℝ!∗$, m << k
• (Optional Input): another high dimensional feature 𝑔 ∈ ℝ!∗%

• (Optional Input): (behaviour) label 𝑦 ∈ ℝ!∗&

11/23CEBRA方法



• Key innovation: CEBRA learn representation from time series data
• CEBRA makes nearby frames as positive samples, in contrast to 

augmented ones

CEBRA Contrastive Learning

12/23CEBRA方法



CEBRA Method
Look back to the method figure

13/23



• A bit summary on the different CEBRA variants

CEBRA-Time: Contrastive learning

CEBRA-Behaviour: Supervised learning

CEBRA-Hybrid: Supervised contrastive learning

Multi-session CEBRA: Multi-modality contrastive learning

high dimensional feature ℎ ∈ ℝ!∗#

high dimensional feature ℎ ∈ ℝ!∗#

(behaviour) label 𝑦 ∈ ℝ!∗$

high dimensional feature ℎ ∈ ℝ!∗#

(behaviour) label 𝑦 ∈ ℝ!∗$

high dimensional feature ℎ ∈ ℝ!∗# 
high dimensional feature 𝑔 ∈ ℝ!∗%

(behaviour) label 𝑦 ∈ ℝ!∗$

14/23CEBRA方法



CEBRA Experiment 1: CEBRA-Behaviour

• Synthesized datasets, knowing the process from 𝑧 to ℎ
• ℎ: sampling from a Gaussian distribution
• 𝑦: the mean and variance of the Gaussian distribution

15/23



• Rat moving in linear track 
• ℎ: Electrophysiology data 
• 𝑦: rat position

16/23CEBRA Experiment 2: CEBRA-Hybrid



• Monkey centre-out reaching 
• ℎ: Electrophysiology data 
• 𝑦: Direction of movement

“CEBRA produced highly informative visualizations of 
the data compared with other methods”

17/23CEBRA Experiment 3: CEBRA-Behaviour



• Mouse watching movie
• ℎ: calcium imaging data 
• 𝑔: Neuropixels data
• 𝑦: Movie features (with DINO)

18/23CEBRA Experiment 4: Multi-session CEBRA
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CEBRA extend contrastive learning with 
sampling strategies for analysis of time 
series datasets (electrophysiology data)

The authors demonstrate the usage of 
dimensionality reduction with life 
science applications (rat, monkey and 
mouse)
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• The idea is simple and seems to work well
• The experiments cover many applications, impressive
• Plots are pretty and codebase is well maintained

Pros

• Mainly targeted for time series data, e.g. neural recordings. May not 
generalize well to other data

• The effects of feature visualization are hard to be quantified

Cons
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小结

• 因果关系为解释问题提供了一种新的语言

• 现实世界中的数据分布偏移往往会导致模型性能下降

• 常见的分布偏移主要分为五种类型：人口统计偏移、协变量偏移、标注偏移、
类别偏移以及显现偏移

• 其中，人口统计偏移和协变量偏移是目前研究中关注最多的两种类型

• 对比学习在多模态对齐和连续数据降维方面体现出独特优势


