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GenAI时代

• 聊天机器人和自然语言对话



GenAI时代

• 文生图



GenAI时代

• 文生视频



GenAI时代

• 代码生成



GenAI时代

• 蛋白质设计与生成

Watson, et al. De novo design of protein structure and function with RF diffusion, Nature 2023



GenAI时代

• 天气预报

Skilful precipitation nowcasting using deep generative models of radar, Nature 2021



GenAI时代之前的生成模型

• 2009，PatchMatch
• Photoshop的内容填补功能

PatchMatch: A Randomized Correspondence Algorithm for Structural Image Editing, SIGGRAPH 2009



GenAI时代之前的生成模型

• 1999，纹理生成

Texture Synthesis by Non-parametric Sampling, ICCV 1999



应用场景中的共性

• 一个输入对应多个或无限个预测结果。

• 某些预测比其他预测更“合理”。

• 训练数据中可能不包含精确解。

• 预测结果可能比输入更复杂、信息更
丰富、维度更高。



概率建模

• 概率的实际意义可以理解为数据的生成过程。

• 概率是建模的一部份。

一个关于概率的例子

• 𝑥为观测到的图像

• 样本取决于隐藏因子 𝑧(pose, Identity)

• 𝑥是由“世界模型”基于𝑧来采样得到的



概率是建模的一部份

• 我们所能观测到的也只是有限的数据点集。

• 模型通过外推观测数据来建立分布模型。

• 过拟合与欠拟合问题：与判别模型类似。



概率是建模的一部份



概率是建模的一部份



概率是建模的一部份



概率建模的生成模型

数据



概率建模的生成模型

数据

数据分布



概率建模的生成模型

数据

数据分布

估计的
数据分布

• 优化损失函数



概率建模的生成模型

数据

数据分布

估计的
数据分布

采样一个新样本
～𝑝(𝑥|𝑦)



概率建模的生成模型

数据

数据分布

估计的
数据分布

概率密度估计
𝑝(𝑥|𝑦)



概率建模的生成模型

• 生成式模型通常基于人为设计和推导的统计模型。

• 概率建模并非神经网络专属。

• 概率建模虽是常用方法，但并非唯一途径。



学习概率分布的表征

• 从简单分布（例如高斯分布）到复杂分布



学习概率分布的表征

• 并不是分布建模的所有部分都是学习得到的

• 自回归模型

• 映射过程是学习的



学习概率分布的表征

• 并不是分布建模的所有部分都是学习得到的

• 扩散模型

• 依赖关系图是人为定义的，不是学习的



学习概率分布的表征

• 并不是分布建模的所有部分都是学习得到的

• 扩散模型

• 映射过程是学习的



深度生成模型的组成部份

• 建模框架：将问题构建为概率模型

• 表征方法：使用深度神经网络表征数据及其分布

• 目标函数：用于衡量预测分布的拟合优度

• 优化过程：优化神经网络和/或分布分解方式

• 推断机制：采样得到生成新样本
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潜在变量模型

• z-潜在变量
• x-观测变量



潜在变量模型

• z-潜在变量
• x-观测变量



潜在变量模型

• 利用一个神经网络和参数𝑝!来学习映射
• 目标是让学习到的分布和目标分布更接近

减小距离



KL散度

• 衡量估计分布𝑄到真实分布𝑷的距离
• KL散度是不对称的，需要对所有真实分布𝑷进行积分

KL散度大 KL散度小



潜在变量模型

• 利用一个神经网络和参数𝑝!来学习映射
• 目标是让学习到的分布和目标分布更接近
• ⟹减小分布间的Kullback-Leibler (KL)散度



潜在变量模型

• 利用一个神经网络和参数𝑝!来学习映射
• 目标是让学习到的分布和目标分布更接近
• ⟹减小分布间的Kullback-Leibler (KL)散度
• ⟹估计分布的最大似然估计



潜在变量模型

• 高维数据的最大似然估计                                 很难
• 可以用神经网络来表征分布差异，e.g. Generative Adversarial Net

• 但没有编码能力，e.g. 隐空间可解释性差



潜在变量模型

• 高维数据的最大似然估计                                 很难
• 从贝叶斯的角度𝑝! (𝑥)可以表示为

• 但真实概率𝑝(𝑧)是难以控制的

• 变分推断（Variational Autoencoder，VAE）的核心思想：化“算不出
来” 𝑝(𝑧)为“找替代品”：𝑞(𝑧)



潜在变量模型



潜在变量模型



潜在变量模型

• 把tractable的变量放在一起

• 这个就是Evidence Low Bound (ELBO)，是可以优化的
• 同时因为KL散度总是正的，ELBO也是log𝑝! (𝑥)的下界



潜在变量模型

• 最后一步，为了让ELBO能直接优化
• 1、将𝑞(𝑧)进一步参数化为𝑞" (𝑧|𝑥)
• 2、简化𝑝! (𝑧)为一个已知的简单先验𝑝(𝑧)



VAE

• ELBO作为目标函数：重建损失
• 利用L2损失来减少距离



VAE

• ELBO作为目标函数：正则化损失
• 常用选择为高斯先验，即



VAE

• ELBO作为目标函数：正则化损失
• 常用选择为高斯先验，即
• 将𝑞! (𝑧|𝑥)建模为高斯
• 同时建模均值和方差

• 计算与高斯分布的KL散度



VAE

• 在训练的时候利用重参数化进行采样

• 就可以得到VAE的训练目标



VAE

• 在推理的时候，只需要后半部分，从高斯分布中采样



VAE

• 建模数据分布



VAE

• 简化分布可以让隐空间连续，可差值



VAE

• 手写体的建模，注意每个数字之间的转换



VAE

• 可视化VAE的训练过程（仅有2个潜在变量）



VAE

• 原始VAE的潜在变量是连续的
• 但有时候我们想要一些离散的潜在变量，有一些具体属性含义



Vector Quantized VAE

• 引入一个codebook
• 利用E-M算法将潜在变量进行聚类，e.g. K-means



Vector Quantized VAE

• 正则化不需要显示的KL散度计算，聚类会让codebook更均匀



Vector Quantized VAE



Vector Quantized VAE



Vector Quantized VAE



Vector Quantized VAE



Vector Quantized VAE



Vector Quantized VAE



Vector Quantized VAE



Vector Quantized VAE

• VQ-VAE是一个很好的tokenizer（压缩为有含义的潜在变量）
• 输出的𝑧为one-hot编码
• 更容易对先验建模，e.g.不需要具体概率，只需要softmax



VAE

• VAE每个潜在变量之间是独立的，但而真实数据都是紧密联系的
• 比如狗的颜色和品种，是强相关的
• 过度简化让高斯采样时生成效果不好，且维度越高越明显



小结

• VAE利用变分推断的角度构建ELBO

• 因为正则化约束，潜在空间是有含义、可解释的

• VAE和VQ-VAE有完整的编码-解码框架，天生是很好的tokenizer

• 属于独立潜在变量建模，过于建模潜在空间，生成效果不好
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条件分布建模

• 我们希望生成的时候，潜在变量之间是紧密联系的
• 每个潜在变量都在链式法则的链条上



条件分布建模

• 自回归模型



条件分布建模

• 潜在空间的自回归模型



条件分布建模

• 马尔可夫链模型



条件分布建模

• 条件分布建模的思想与深度学习相同，都是Divide-and-Conquer
• 大本大源的解题方法：将复杂问题分层为简单问题，逐一解决



条件分布建模

• 条件分布建模的思想与深度学习相同，都是Divide-and-Conquer
• 将复杂问题分层为简单问题，逐层解决

逐层训练的深度网络

条件分布建模的自回归模型



自回归模型

• 大语言模型的基础：Next Token Prediction



自回归模型

• 自回归模型（Auto Regression, AR）
• Auto：利用自己的输出决定之后的预测
• Rregression：估计不同变量之间的关系



自回归模型

• 为了效率和泛化，每个分布分解之间的关系都用相似的神经网络
• 这样做的另一个好处是网络会带来简化分布的inductive bias



自回归模型

• AR是一个循环过程
• 理论上可以用任何模型



自回归模型



自回归模型



自回归模型



自回归模型



自回归模型



自回归模型

• 在采样的时候一般基于每个时刻的真实样本
• 训练时的反向传播更加简单



自回归模型

• 图像中的AR：PixelCNN

Conditional Image Generation with PixelCNN Decoders



自回归模型

• 图像中的AR：PixelCNN

Conditional Image Generation with PixelCNN Decoders



自回归模型

• 图像中的AR：PixelCNN

Conditional Image Generation with PixelCNN Decoders



自回归模型

• 自回归网络可以用很多种网络结构实现
• 注意，网络连接都是causal的，即是只有从左到右的变化



自回归模型



自回归模型



自回归模型



自回归模型



自回归模型



自回归模型



自回归模型



自回归模型



自回归模型



自回归模型

• 例子：image GPT

Generative Pretraining from Pixels



VQ VAE 2

• 利用PixelCNN生成VQ VAE的潜在变量
• 建立VQ VAE的潜在变量在连续空间之间联系

Generating Diverse High-Fidelity Images with VQ-VAE-2



Visual autoregressive modeling

• 建立VQ VAE的潜在变量在不同尺度之间联系
• 当下图像生成最先进范式

Visual Autoregressive Modeling: Scalable Image Generation via Next-Scale Prediction
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现实问题建模

• 生成模型目的是得到 𝑝(𝑥|𝑦)

什么可以是𝑦?
• 条件
• 限制
• 类别
• 属性

• 更抽象
• 更少信息量

什么可以是𝑥?
• 数据
• 样本
• 观测结果
• 测量结果

• 更具体
• 更多信息量



生成模型中的 𝑝(𝑥|𝑦)

• 自然语言对话

𝑦: 文字提示

𝑥: 系统的回答



生成模型中的 𝑝(𝑥|𝑦)

• 文生图和文生视频

𝑦: 文字提示

𝑥: 生成的图片

Prompt: teddy bear teaching a course, with
"generative models" written on blackboar



生成模型中的 𝑝(𝑥|𝑦)

• 文生3D结构

𝑦: 文字提示

𝑥: 生成的3D结构



生成模型中的 𝑝(𝑥|𝑦)

• 类别条件的图像生成

𝑦: 类别提示

𝑥: 生成的图片

“red fox”



生成模型中的 𝑝(𝑥|𝑦)

• “无条件的”图像生成

𝑦: 一个隐式条件

𝑥: 生成的类似CIFAR-10图片

“images following CIFAR10 distribution”

• 𝑝(𝑥|𝑦)：从CIFAR10中采样的数据
• 𝑝(𝑥)：所有自然图像



生成模型中的 𝑝(𝑥|𝑦)

• 图像分类

𝑦: 输入的图像 𝑥: 图像的类别概率



生成模型中的 𝑝(𝑥|𝑦)

• 开放词汇识别

𝑦: 输入的图像 𝑥: 图像的可能描述



生成模型中的 𝑝(𝑥|𝑦)

• 图像描述

𝑦: 输入的图像 𝑥: 图像的可能描述



生成模型中的 𝑝(𝑥|𝑦)

• 多模态的自然语言对话

𝑦: 图片文字提示

𝑥: 系统的回答



生成模型中的 𝑝(𝑥|𝑦)

• 机器人的行为策略

𝑦: 视觉和传感器观测 𝑥: 策略（下一步动作）



生成模型中的 𝑝(𝑥|𝑦)

• 医学报告生成

𝑦: 医学图像 𝑥: 分析报告



生成模型中的 𝑝(𝑥|𝑦)

• 医学图像反事实生成

𝑦: 医学图像和反事实条件 𝑥: 生成的图像



现实问题建模

• 生成模型目的是得到 𝑝(𝑥|𝑦)

• 要确定什么是𝑥，什么是𝑦

• 要判断怎么建立𝑥和𝑦的表征，以及他们的关系



小结

• 生成模型利用深度神经网络表征数据及其分布

• VAE模型可以建立独立潜在变量的建模，生成可控但过于简化

• 条件分布建模是高质量生成的关键，AR是一个通用范式

• 生成模型建模比较灵活，理论上所有机器学习问题都可以定义为生成模型


