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3D-Landmark Detection
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Ghesu F C, Georgescu B, Zheng Y, et al. Multi-scale deep reinforcement learning for real-time 3D-landmark detection in
CT scans[J]. IEEE transactions on pattern analysis and machine intelligence, 2017, 41(1): 176-189.




3D-Landmark Detection
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Ghesu F C, Georgescu B, Zheng Y, et al. Multi-scale deep reinforcement learning for real-time 3D-landmark detection in
CT scans[J]. IEEE transactions on pattern analysis and machine intelligence, 2017, 41(1): 176-189.
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3D-Landmark Detection
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: : Dataset Size Accurac Speed
Failed Cases Solution (Data/Patients) (mm) g (scgonds)
Method % Failed Median  Max Zhan et al. [27] 18/18 CT 479 4
PBT [3] 4.35% 38.89 141.88 Fenchel et al. [35] 31/31 MR 224 20
ExtRTrees [10] 8.07% 20.27 460.22 Criminisi ef al. [12] 100/- CT 17.60 1
Overfeat [22 9.31% 35.64 231.29 Pauly et al. [32] 33/33 MR 14.95 0.8
3D-DL [18] 0.62% 10.17 10.17 Cuingnet et al. [11] 233/89 CT 10.5 2.8
SADNN [1] 0% - o Donner et al. [10] 20/20 CT 5.25 12
Ours 0% - _ Criminisi et al. [31] 400/- CT 13.50 4
— Chu et al. [30] 10/10 CT 1.90! 30
PBT [3] 3.75% 14.30 28.57 Potesil et al. [37] 83/83 CT 4.70 N/A
ExtRTrees [10] 6.25% 13.43 17.44 de Vos et al. [24] 100/~ CT 4.80 10
Overfeat [22 3.75% 127.52 242.05 Ours 1487/532 CT 4.192 0.061
3D-DL [18] 2.50% 262.81 513.81 - — . .
SADNN [1] 1.25% 12.57 12.57 . Ev.aluated gnly on \.'eftgbrae'locg!matlon with strong priors.
Ours 0% _ B = With no failures of clinical significance. All other solutions did not

provide any information in this respect.

Ghesu F C, Georgescu B, Zheng Y, et al. Multi-scale deep reinforcement learning for real-time 3D-landmark detection in
CT scans[J]. IEEE transactions on pattern analysis and machine intelligence, 2017, 41(1): 176-189.
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Registration
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Liao R, Miao S, de Tournemire P, et al. An artificial agent for robust image registration[C]//Proceedings of the AAAI

conference on artificial intelligence. 2017, 31(1).

<

D
IS

_IQT

200

FUDJ

VNI i
)

{90




Registration
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Spine (E1) (TRE mm) Heart (E2) (MME mm)
Methods Success 10th 50th 90th Success 10th 50th 90th
Ground Truth N/A 0.8 0.9 1.2 N/A 2.1 4.0 5.9
Initial Position N/A 355 739 116.2 N/A 9.2 228 305
ITK(Ibanez et al. 2005) 12% 1.9 773 1304 14% 149 349 476
Quasi-global(Miao et al. 2013) 20% 1.6 609 136.2 14% 16.2 359 58.7
Semantic registration(Neumann et al. 2015) 24% 30 349 710 72% 76 153 30.6
Proposed method 92% 1.7 2.5 3.8 100% 32 4.8 6.9
Human registration 70% 0.8 1.6 15.8 96% 4.0 62 134

Liao R, Miao S, de Tournemire P, et al. An artificial agent for robust image registration[C]//Proceedings of the AAAI

conference on artificial intelligence. 2017, 31(1).
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View Plane
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stride 2x2x1' stride 2x2x1 ' stride 2x2x1' stride 1x1x1

Sample new plane P,
(31, big s Cug s dig)
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Output
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Update (a;,;, b,

Image Scan

Environment

Alansary A, Folgoc L L, Vaillant G, et al. Automatic view planning with multi-scale deep reinforcement learning
agents[C]//International Conference on Medical Image Computing and Computer-Assisted Intervention. Cham: Springer
International Publishing, 2018: 277-285.
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Ultrasound Navigation
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Amadou A A, Singh V, Ghesu F C, et al. Goal-conditioned reinforcement learning for ultrasound navigation
guidance[C]//International conference on medical image computing and computer-assisted intervention. Cham: Springer
Nature Switzerland, 2024: 319-329.
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« Gradient Descent -> Graduate Student Descent?
« AutoML, vILAIEE AR IRAIGrid Search
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Li L, Jamieson K, DeSalvo G, et al. Hyperband: A novel bandit-based approach to hyperparameter optimization[J].
Journal of Machine Learning Research, 2018, 18(185): 1-52.




Neural Architecture Search
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Sample architecture A
with probability p

[ v

Trains a child network
The controller (RNN) with architecture

A to get accuracy R

{ J

Compute gradient of p and
scale it by R to update
the controller

Zoph B, Le Q V. Neural architecture search with reinforcement learning[J]. arXiv preprint arXiv:1611.01578, 2016
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Step-by-step Radiology Interpretation Thoughts

- Hazy Opacity
-~ Nomal Heart Size

Low Level Patterns

/Q Support Devices
q
High Level Diseases Atelectasis, no cardiomegaly, ......

y

;XK Xray & S AL AUIE R ?

EE: &

A: To determine if the chest X-ray shows
cardiomegaly, it's crucial to analyze the size of the heart.

I‘Eﬂ%= iE‘Xé‘%Xrayx%@ﬁE'DHILHEj(? The key indicator is the cardiothoracic ratio, which is the
BlE: & ratio of the maximal horizontal cardiac diameter to the

maximal horizontal thoracic diameter. In a normal PA
chest X-ray, this ratio is expected to be less than 0.50 ...




Reasoning in LLMs
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Chain of Thought (CoT) R R
—6— Chain-of-thought prompting
- = = Prior supervised best
Standard Prompting Chain-of-Thought Prompting

LaMDA GPT PalLM
| Model Input \ | Model Input \ 60
Q: Roger has 5 tennis balls. He buys 2 more cans of Q )

: Roger has 5 tennis balls. He buys 2 more cans of

(%)

tennis balls. Each can has 3 tennis balls. How many tennis balls. Each can has 3 tennis balls. How many % 240
tennis balls does he have now? tennis balls does he have now? E E 20
O >
A: The answer is 11. A: Roger started with 5 balls. 2 cans of 3 tennis balls Z
each is 6 tennis balls. 5 + 6 = 11. The answer is 11. 0
Q: The cafeteria had 23 apples. If they used 20 to
make lunch and bought 6 more, how many apples Q: The cafeteria had 23 apples. If they used 20 to 80
do they have? make lunch and bought 6 more, how many apples 60

/ do they have?
\_ J

A: The cafeteria had 23 apples originally. They used
20 to make lunch. So they had 23 - 20 = 3. They 100 |
bought 6 more apples, so they have 3 + 6 = 9. The ~N
answeris 9. 4/

SVAMP
solve rate (%)

A: The answer is 27. x

-1
ot

MAWPS
solve rate (%

no ot

S S

Figure 1: Chain-of-thought prompting enables large language models to tackle complex arithmetic,
commonsense, and symbolic reasoning tasks. Chain-of-thought reasoning processes are highlighted. 0!

04 8 137 04 7 175 8 62 540

Model scale (# parameters in billions)

Wei J, Wang X, Schuurmans D, et al. Chain-of-thought prompting elicits reasoning in large language models[J].
Advances in neural information processing systems, 2022, 35: 24824-24837.




Reasoning in LLMs

« ChatGPT o1, #hAUHEIEIREY

PhD-Level Science Questions
(GPQA Diamond)

OpenAl ol-preview

Let n be an even positive integer. Let p be a monic, real

polynomial of degree 2n; that is to say,
p(z) = 22 + agy 121+ -+ a1z + ag

for some real coefficients ay, . . . , @9, 1. Suppose that
p () = k*forallintegers k such that 1 < |k| < n.

Find all other real numbers & for which p (%) = z2.

We are given a monic real polynomial p(x) of degree 2n

, which has the form

p(z) = ¥ + agp_ 12 1+ -+ arz +ag

Let n be an even positive integer. Let p be a monic, real

polynomial of degree 2n; that is to say,
p(z) = 22 + agy 12 L+ -+ arz + ap

for some real coefficients ag, . . . , @2, 1. Suppose that

p () = k*forallintegers k such that 1 < [k| < n.

Find all other real numbers x for which p (%) = z2.

® Thought for 5 seconds ~

We are told that for all integer values of k satisfying 1 < U\’ <

n,

ChatGPT o1
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Reasoning in LLMs

. (RL) #i<, BE (CoT) #A, WERHLTF
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Guo D, Yang D, Zhang H, et al. Deepseek-r1 incentivizes reasoning in llms through reinforcement learning[J]. Nature,
2025, 645(8081): 633-638.




Reasoning in LLMs

 Guided Region Policy Optimization (GRPO): SFTi¥ =gSAIPPO

- TaXiRE: BYESETHATERER (xgErE. WinAfEg=R)
BRI,

E?HZIS*ESCWI'A{'. ER—HRN RS Mk, BRI (I3—2RE)

Jorpo(0) = ]E[q P(Q), {oi}{; ~ 70,4 (0lg)]
Ml Z ( ( 71'9( |q) A Cllp (Mll -g,1 +£) Ai) — D1 (ﬂellﬂref)) ’ (1)

7o, (0ilq) o, (0i]q)

PPO X 1332 Rh

Guo D, Yang D, Zhang H, et al. Deepseek-r1 incentivizes reasoning in llms through reinforcement learning[J]. Nature,
2025, 645(8081): 633-638.




Reasoning in LLMs
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Reasoning in LLMs

» PEAAYSERR IS A LA

Weak & Spurious Rewards Work! BeforeRL [l
. p— o
on Cel‘taln MOdeIS but Not A” Correct answer (¥4 Ground Truth a
’ o
Most common label —_ g
+29.1 0 4 344 from 64 roliouts Il Ma|or|ty Vote l
26.0 o044 =1.31.9 1 example w/ correct label ﬁ One-Shot RL 5
21.4 +27.8 (Wang et al., 2025) J 2
Response contains
13.8 \boxed{ )') Fom'at Rewal'd
+16.7 +16.4 Use an incorrect @
t 13.2 rollout as ground truth Incorrect Label ]g
13} Reward =1 . - o
Q| 494 RSyt | Random Reward ]5
< 4.6 +7.4 +7.2
3 : I
B 36.8 22-13
T -6.3
e -11.5 +15.5
=
9.0 21 +0.4
=1 Y
Qwen2.5-Math-7B Qwen2.5-7B Llama3.1-8B-Instruct Oimo2-7B
Significant gains from Significant gains from Gains from Gains from
most training signal most training signals informative signals ground truth only

Shao R, Li S S, Xin R, et al. Spurious rewards: Rethinking training signals in rlvr[J]. arXiv preprint arXiv:2506.10947, 2025.




Reasoning in LLMs

« TISEERIENtropy minimization3ZFa] LA SR T

Objectives Gradients wrt. 0
Finetuning EM-FT §3.1 Min. ok LSV SO0 (- | yiy))
RL EM-RL-sequence §3.2 Max. —ﬂtraj % Zz 1 [Zly | log 7o (yi | y~t) Ve logmo(y )]
RL EM-RL-token §32  Max. —Hi % LN, | = DL H(mo(- | yi,)Volog mo(y?))]
Inf-Scaling EM-INF §4 Min. Hox N/A

Agarwal S, Zhang Z, Yuan L, et al. The unreasonable effectiveness of entropy minimization in [Im reasoning[J]. arXiv
preprint arXiv:2505.15134, 2025.
.



Reasoning in LLMs

« TISEERIENtropy minimization3ZFa] LA SR T

Table 2: Performance comparison of unsupervised finetuning (EM-FT) and various rewarding methods
in EM-RL with supervised finetuning and RL. Italics, Bold indicates performance improvement over
GRPO and SC-RL (self-consistency RL), respectively. Dash line ("-") denotes that self-consistency
is inapplicable. FLOPs are reported as 1017 (§D.4).

Math Coding
Math AMC AIME Minerva Olymp. Avg. LeetC LiveC Avg. FLOPs
Qwen2.5-7b 438 313 156 14.7 190 249 26.1 184 223 -
Trained using 60K labeled prompts
w/ SFT N=1 482 302 10.0 17.6 224 257 183 183 183 1.0
w/ RLOO N=4 73.0 57.8 233 31.2 342 439 283 267 275 13.1
w/ GRPO N=4 71.8 56.6 21.1 25.0 359 421 250 258 254 13.1
Our unsupervised methods trained on 60K unlabeled prompts
EM-FT N=1 672 518 144 33.1 344 402 283 172 228 1.0
SC-RL N=4 732 518 15.6 26.1 36.7 40.7 - 13.1

EM-RL-SEQUENCE N=4 67.2 53.0 21.1 30.9 356 41.6 31.1 217 264 13.1
EM-RL-TOKEN N=4 708 57.8 189 30.9 359 429 295 245 270 13.1

Agarwal S, Zhang Z, Yuan L, et al. The unreasonable effectiveness of entropy minimization in [Im reasoning[J]. arXiv
preprint arXiv:2505.15134, 2025.
.
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Yue Y, Chen Z, Lu R, et al. Does reinforcement learning really incentivize reasoning capacity in lIms beyond the base
model?[J]. arXiv preprint arXiv:2504.13837, 2025.
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Competition Math
(AIME24)

60
Forcing 2048/4096 max thinking
tokens \
S
.40
O
-
o
Y ®
<
Ignoring end-of-thinking 2x/4x/6x and
201

appending “Wait” thus forcing it to continue
reasoning when it tries to stop

1024 2048 4096 8192
Average thinking time (tokens)

Muennighoff N, Yang Z, Shi W, et al. s1: Simple test-time scaling[J]. arXiv preprint arXiv:2501.19393, 2025.
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- BI85 RLin MLLMs
« Think with Images
« Integrating images directly into

What is written on the sign?

03-visual-reasoning-sign3

e Theimage h n ne door unc

via URGENT CARE,

OpenAl 03
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Reasoning in LLMs
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Paradigm 2

Paradigm 1
Think with Images

Think about Images

Dynamic, Interactive Cognition

Dynamic Perceptual Expolration

I need to find the ingredients
list and focus on the location
for the calorie reminder.

C>Answer: 160 calories @

Static, Error-prone Reasoning

It’s the real thing (Gwgy

One-time Encoding
: i @ Q: How many calories does p action:
this drink contain? Zoomin

How many calories does
this drink contain? Lossy Structured Visual Reasoning Goal-Oriented Generative Planning
<thought> An advertisement for Image Caption Q: Calculate the Q: How do I operate the : 4
Coca-Cola is shown, including a (with error) value of angle r roboticarm to put 5 o
bottle and a nutrition label. The label . the carrotinto the dish? S8
- A Coca-Cola ad with the
appears to show that the drink 20 TN
contains 60 calories <thought> slogan “It’s the real thing
. appears on the left. On the Draw parallel auxiliary =) ~ 1
@ <answer> It contains 60 right, a nutrition label line OX through O. ‘ L V.
— calories <answer> : Use line properties to — 2
states 60 calo?les per 12 g 7 ,:;::,c: Aﬁ.p::ﬁh 2::; ;P,::‘
0z serving,. draw auxiliary line am to get close to with the robotic arm
the carrot on the table and lift it up. Step 3: Finish!

Q<) Incorrect Answer: r = 46°

Su Z, Xia P, Guo H, et al. Thinking with images for multimodal reasoning: Foundations, methods, and future frontiers[J]
arXiv preprint arXiv:2506.23918, 2025.
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