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模型可解释性

• 增强模型决策的透明度与可解释性，使其与人类认知和价值观保持一致

• 可解释性使我们能够理解模型究竟在学习什么、模型还能提供哪些额外信息，
以及其决策背后的依据。



模型可解释性

• 举例：机器学习系统输出额外图像描述特征，供放射科医生结合最终诊断结
果进行核查。

Multi-view Multi-task Learning for Improving Autonomous Mammogram Diagnosis



模型可解释性

• LIME (Local Interpretable Model-Agnostic Explanations)

• 在预测的局部范围内学习一个可解释的模型

“Why Should I Trust You?” Explaining the Predictions of Any Classifier



模型可解释性

• 在x附近采样随机扰动

• 图片分类中用超像素来采样扰动



模型可解释性

• LIME的问题：不稳定，多次运行LIME，可能会生成差异显著的解释

• 这是因为LIME在生成局部扰动样本时存在随机性（如样本采样、特征扰
动），难以解释模型决策依赖特征间的复杂组合

• 能知道Fever和Cough对risk判断重要
• 但不能分析出Fever和Cough的同时出
现最重要



模型可解释性

• SHAP (SHapley Additive exPlanations)

• 基于博弈论通过计算每个特征对模型预测的贡献值，可以证明他是唯一满足
Local accuracy、Missingness和Consistency性质的（LIME不行）

• 本质想法是通过遍历所有可能的特征组合，精确计算每个特征在所有组合中
的平均边际贡献

A Unified Approach to Interpreting Model Predictions



模型可解释性

• 显著性图：直接对输入图片求导

Deep Inside Convolutional Networks: Visualising Image Classification Models and Saliency Maps



模型可解释性

• 遮盖敏感度：每次遮盖一点

Visualizing and Understanding Convolutional Networks



模型可解释性

• CAM (Class Activation Mapping)

• 利用卷积特征图的加权组合来定位
重要区域

• 更高效、更连续、更常用

Deep Inside Convolutional Networks: Visualising Image Classification Models and Saliency Maps



模型可解释性

• 概念可视化：对于每一种类别求导（注意是
softmax之前），优化得到似然度最大的输入图片

Understanding Neural Networks Through Deep Visualization



模型可解释性

• 概念可视化：可以对某一个神经元求导

• 对于神经网络的每一个神经元（第n层、第z个通
道、x，y位置），可以通过优化来找到激活模式

The Building Blocks of Interpretability



模型可解释性

• 概念可视化：第n层、第z个通道、x，y位置的解释

The Building Blocks of Interpretability



模型可解释性

• 概念可视化：第n层、第z个通道、x’，y’位置的解释

The Building Blocks of Interpretability



模型可解释性

• 概念可视化：可以对某一个通道求导

• 对于神经网络的每一个通道（第n层第z个通
道），可以通过优化来找到激活模式

• 匹配训练数据集中的最大激活的图片

The Building Blocks of Interpretability



模型可解释性

• 概念可视化：可以对某一层神经网络求导

• 对于神经网络的每一层（第n层）所有神经元，可以
通过优化来找到激活模式

• 艺术成分比较高，找到网络最感兴趣的图片

The Building Blocks of Interpretability



模型可解释性

• 概念可视化：可视化神经元、通道、深度和网络输出各个层面的概念

• 也可以进一步组合解释



模型可解释性

• 反卷积（卷积转置）：把卷积层y=Wx直接改写为x=𝑊!y
• 可以找到某个神经元对应的激活图



模型可解释性

• 基于反卷积的逐层分析，随着网络加深，神经元感受野加大

The Building Blocks of Interpretability



小结

• 神经网络可解释性工具总结

Explain any classifier LIME SHAP
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情景假设

• 你是一位创业者，正在训练一个拥有200B参数的最新大语言模型（LLM）
，但发现其实际表现未达预期，主要问题包括：
• 推理能力不佳；
• 安全性弱，容易被越狱；
• 在部分智能体（Agent）场景中延迟过高。

• 面对投资人的质疑：“问题到底出在哪里？”
在深入检查复杂的训练代码之前，你应该如何系统性地排查模型问题？



大语言模型中可解释性

• 检查LLM的四个维度：表现、训练、表征和数据



大语言模型中可解释性

• The Behavioral Lens

• 保存所有的代码修改过程（Git）

• 保证函数和commit的可读性

• 找到对应的过程代码，做好记录



大语言模型中可解释性

• The Behavioral Lens

• 比较不同checkpoint的表现

• 比较压力测试下的表现

• 比如jailbreak, misinformation, 
fairness, harmful content 
generation等

GPT-4 Technical Report



大语言模型中可解释性

• The Training and Scaling Lens

• 大部分时间不是在写代码，而是在检测训练曲线！

• 小心spike，会极大影响模型效果

• 检查学习率（往往最重要，在可承受范围内多尝试），warmup，优化器，
batch size，初始化，计算精度

• 一次多跑几个控制变量的设定



大语言模型中可解释性

• The Training and Scaling Lens

• 是不是训练和验证曲线在下降

• 是不是更多数据+计算->更好性能

• 注意观察梯度范围

• 注意观察学习率、正则化改变的影响

• 更大的batch size，需同比增加学习率
Training Compute-Optimal Large Language Models



大语言模型中可解释性

• The Representation Lens

• 通过Attention map来可视化（相关越高代表影响越大）

• 检查类似概念网络embedding是否也类似

Attention Is All You Need



大语言模型中可解释性

• The Representation Lens

• 针对LLMs，Anthropic提出思维环路的分析方法，用稀疏特征替代神经元

Tracing the thoughts of a large language model



大语言模型中可解释性

• The Representation Lens

• 可以追踪甚至控制LLM的想法

Tracing the thoughts of a large language model



大语言模型中可解释性

• The Data Len

• 检查数据分布：数据混合方法是否改
变？

• 词元统计：一些词元是不是出现过于
平凡？

• 污染统计：是不是产生测试数据泄漏？

The Pile: An 800GB Dataset of Diverse Text for Language Modeling



大语言模型中可解释性

• The Data Len

• 搞清楚输入输出是什么，知道你在做什么

• 搞清楚每一层的tensor形状，手算网络参数和FLOPs



小结

• 可解释分析不仅是一个学术练习，更是一种分析问题的方法论

• 多尝试，多体会，看看目标类似的开源项目
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期末项目

• 期末作业内容：完成一篇课程论文。

• 提交内容一：可以是科学博客文章或学术论文初稿，中英文皆可。

• 提交内容二：至少2篇指定文献的阅读与注解文档。

• 截止日期：北京时间1月1日 23:59。



评分政策

状态 提交时间 成绩说明
按时提交 1月1日 23:59 之前 保障最低成绩为 B+
迟交提交 1月2日内 最高成绩不超过 B+

1月3日内 最高成绩不超过 B

1月4日内 最高成绩不超过 B-

1月5日内 最高成绩不超过 C+
1月6日内 最高成绩不超过 C

1月7日内 最高成绩不超过 C-

1月8日及之后 D

*注1：时间皆为北京时间，即CST
*注2：没有2篇注解文档成绩降一档
*注3：没参加课程汇报成绩降两档


