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Introduction
> Short Bio

PhD Research on Class Imbalance in Segmentation

» Overfitting under Class Imbalance

» Underfitting under Class Imbalance
» Automatic Data Augmentation

» Class Imbalance under Domain Shifts
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Image Segmentation

» In medical image segmentation, IS not uncommon as tumor and organs are relatively
small in medical imaging.

(a) Brain lesion (b) Brain tumor (glioma) (¢) Brain tumor (vestibular schwannomas)

(d) Liver tumor

]
.
‘
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High Under-segment  Over-segment
Observations accuracy (low sensitivity) (low precision)

» Class imbalance causes .
» Understanding the effects of class imbalance in segmentation.

(b) Under segmentation: (c) Over segmentation: i (d) Under segmentation under
Overfitting of under-represented  Underfitting of heterogenous { domain shifts: Bias towards the
foreground samples [ 1] ; minority classes [4]

(a) Ideal segmentation

[1] Z. Li, et al. MICCAI 2019, TMI 2020 [2] Z. Li, et al. TMI Under Revision [3] Z. Li, et al. TMI Under Revision [4] Z. Li, et al. MICCAI 2022
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A glance of methodological contributions

» Improving neural networks for

l (a) Asymmetric (b) Context Label

augmentation framework with | with class-

class-specific transformations [3] confidence scores [4]

(c) An automatic data (d) Performance estimation
regularizations [ 1] Learning (CoLab) [2] :

.
I — -

[1] Z. Li, et al. MICCAI 2019, TMI 2020 [2] Z. Li, et al. TMI Under Revision [3] Z. Li, et al. TMI Under Revision [4] Z. Li, et al. MICCAI 2022
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Analysis
» With less training data, performances decline due to the drastic
retained.

, While precision is

> ; Train w/ 100% Train w/ 50% Train w/ 10% Train w/ 5%
Image (T1 MRI) Ground Truth £ 3 N i T
training data training data training data training data

w/ DeepMedic

Red: Brain tumor

Precision of test samples —8—D5C of training samples

Kidney tumeor segmentati

Z.Li
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Analysis

» CNN maps training and testing samples of the background class to similar logit values.

» However, significantly for the foreground class towards and

sometimes across the decision boundary.

Tumor v’ 100% data Tumor w/ 10% data Tumor w' 5% data

*

Kidney w' 100% data Kidney w/ 10% data Kidney w/ 5% data

sl Foreground
well==Background

A egound-Kidney

BGw/ 100% data BGw/ 10% data

20% 5%

Amount of traming data

Z.Li
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Method

» We make the logit activations of foreground class far away from the decision boundary by
in different ways.

Vanilla ginal/asymmetric large m 58 Original/asymmetric focal loss

Fig. 6. The illustration of the proposed asymmetric modilications for the existing loss functions and regularization technigues. We make the logit activations
of foreground class far away from the decision boundary by setting a bias for the foreground class in different ways.

Z.Li
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Overfitting under Class Imbalance
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Results

» The proposed variants of regularization and techniques can

EVALUATION OF BRAIN TUMOR CORE SEGMENTATION USING DEEPMED
TO COUNTER OVERFITTING. THE RESULTS ARE CALCULATED WITH POS’

TABLE 11
WITH DIFFERENT AMOUNTS OF TRAINING DATA AND DIFFERENT TECHNIQUES
X SULTS WHICH HAVE WORSE DSC THAN THE VANILLA

BASELINE ARE HIGHLIGHTED WITH SHADING. THE BEST AND SECOND BEST RESULTS ARE IN BOLD WITH THE BEST ALSO UNDERLINED.

Method

Vamlla - CE
Vanilla - CE -
Vanilla - F1
Vanilla - F2 [14]
Vanilla - F4 [14]
Vanilla - F8 [14]

Large margin loss [31]
Asymimetric | margin loss
Focal loss [29
Asymmeltric focal loss
Adversarial training [12]
Asymmetric adversarial training
Mixup [47]
Asymmetric mixup
Symmetric combination
Asymmetric combination

Z.Li

alning

PRC

lraming

509 training

SEN

PRC
86.1
86.5
83.4
84.9
81.6

and improve performance.
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Results

» Asymmetric modifications lead to of unseen foreground samples.

Train ® Test Mean Value Decision Boundary
Original/asymmetric Symmetric/asymmetric
combination

Origmnal/asymmetric Original/asymmetric Original/asymmetric
focal loss adversarial tramning mixup

NN

Vanilla e
large margin loss

o
B

Fig. 7. Activations of the classification layer when processing tumor (top) and background (bottom) samples of BRATS with DeepMedic, using 5% training
data. Asymmetric modifications lead to better separation of the logits of unseen tumor samples.

Z.Li
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Conclusion

» Overfitting under class imbalance leads to :
» The distribution of logit activations when processing unseen test samples of an
towards and even across the decision boundary.
» We propose several asymmetric techniques based on our observations of logit distribution.

») Under segmentation: Overtitting of
under-represented foreground samples [1]

Asymmetric
regularizations

[1] Z. Li, et al. MICCAI 2019, TMI 2020
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Analysis

» With heterogeneous background, performances decline due to the drastic
sensitivity is retained.

, While

i) W/ anatonny

(a) W0 context Wi anatomy

he e masks (zoom-1n
labels masks -

of false positrves)
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3.Data Augmentation
4.Domain Shifts
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Analysis
» Neural networks could not map the heterogeneous background samples to
space.

» As a result, the logit activations of background would approach and even move across the decision

boundary.

{2) Liver tumor wio liver masgks (b) Liver tumor w' liver masks

ROI Background

* Nlean Value

zoom-in of the T
. —— Decizion Boundary
backgzround logits R -

The center stribution
g of

foreground und logits

to the decision boundary

Z.Li

in feature
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Underfitting under Class Imbalance
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Method

>

» \We train an auxiliary network as a task generator, along with the primary segmentation model, to

automatically generate context labels that positively affect the ROl segmentation accuracy.

Z.Li

1. JI
/ §
A J
R e Label
& -~ . aggregation .

Context
ramt

‘ll _l__l_l—_l_l

Y — -

x; : Image sample M;: Soft dilated mask

¥i = (¥i1, ¥i2): Ground truth label

A:'; ) ’
&y y
~ Y ”

vi1: Ground truth of the ROI class

¥;: Extended label ¥,: Distance constrained label

Task generator g, D w optimization <=
Segmentation model f3 D 6 optimization =
One-step optimization ,

Second-order
optimization based on
Lror(for(x:), ¥1)
w.rt w
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Results
» Similar and sometimes better effect in improving segmentation accuracy when compared with human-
defined context labels.

Liver tumor segmentation Kidney tomor segmentation Brain tumor segmentation

wio In ‘er ITIJ‘-I\‘-
I\—mmm | 1]

Liver wmor [5]

Kidney tumor [12]

wi model- Pl’t’dl:_lt‘d kldne\ masks [16]
w/ kidney masks [12]

text w/ kndnay
mazks

CoLab
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Conclusion

> Overfitting under class imbalance leads to

» The distribution over background logit activations may shlft across the decision boundary, leading to
systematic over-segmentation.

» Context labels improve the context representations by into several
subclasses.

(c) Over segmentation: Underfitting of
heterogenous background samples [3]

Context Labels

[2] Z. Li, et al. TMI Under Revision
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3.Data Augmentation
4.Domain Shifts

_IVIethod

» Data augmentation improves model performance by aligning the training and validation/test data distributions.
» Training-time data augmentation (TRA) and test-time data augmentation (TEA) are closely connected as both
aim to
Adopt different kinds of training-
time data augmentation

[T, ...77,...T°)} for training
samples with different class j

D = {(x. yly: = j¥,

ed Class-Specific Training-Time Data Auvgmentation

(2) w/'c Data Augmer

[3] Z. Li, et al. TMI Under Revision
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Method

» A meta-learning based data augmentation framework, between foreground and background.

zamphnz c11<tt1bur1rrn;1::t tr:lmmﬂl time One-step optimization WP Pr optimization ===
ata augmentation of different Choose transformation » Py OptimIZation .

Traiming - ai A1 Sampling distribution of

sample x; i Tt | test-time data augmentation
. Transformed

A :—3.].1{1;3‘(1911 validation

sample x; 3

. Sampling -;'_.115tr1but1m1 7 transformed
p of test-time data  validation samples

Validation augmentation

sample ¥;

d hJ\Ld on le.i Lr.idlu.nl with -fl'l “-hlll.. TE-"\

is optimized based on the validatic

Z.Li



1.Overfitting
2.Underfitting
3.Data Augmentation
4.Domain Shifts

Automatic Data Augmentation
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Results

» Consistently improve segmentation performance in various applications.

> Potential to replace the heuristically chosen augmentation policies currently used in most previous works.

Z.Li

Model

DeepMede [ 18]

3D U-Net [5]

est-time
entatiomn

None
None

Heuristic | 16]
Heuristic [16]
Learmed [20], [32]

Mone
None

Heuristic [16]
Learmed [20], [32]

Heuristic [ 16

Heuristc | 16]
b, Heuristic | 16]
Learned Class-Specific | Leamned [20], [32]
Joint Learned Class-Specific

Kidney

Tumor
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- Dota Augme Automatic Data Augmentation e

3.Data Augmentation
4.Domain Shifts

Results
» The learned policies would adopt larger transformations to the foreground than the background samples,

COmne tranzformead
traiming sample

a sealng EatmiFriva WINTELY ta [ —
Identity 2.2% Rotstelongituding . Medium
] * [
E Sagittal
B FromEl
. ial
Ll

Z.Li
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Conclusion

» A data augmentation framework which

» \We present class-specific TRA, implicitly

» We propose to the

of TRA and TEA, which improves alignment of training and test sample

distributions and yields better generalization

[3] Z. Li, et al. TMI Under Revision

An automatic data augmentation
framework with class-specific
transformations

I

between training and test data distributions.
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4.Domain Shifts

Background

» Effect of class imbalance on confidence-based model evaluation methods.

Pre-calibrated model

o o N \ . -
Probability {;};—4 . obability calibrated confidence scores

- . M
N ey Y - - N rH N " 7 Calibrated Probability {5,  © }
{E}le Bpe ¥ O 1X; ¢ b ar 3 1_!‘— N P

LS HJ; i ( 1
"ae TELM (M
1 ¥ i i=1 {.Ei:q L
I—T max p; i . : Cac= 3 /.  DEXPij
AN A I . o L 4

[4] Z. Li, et al. MICCAI 2022



1.Overfitting
e won Class Imbalance under Domain Shifts
4.Domain Shifts

24/29

Background
» Effect of class imbalance on confidence-based model evaluation methods.

Optimization with validation set DV = {(x,

’ alibrated model Performance estimation based on
Catibrated Probability {fi; }{- calibrated confidence scores

Pre-c 'ahbl ated modcl

TeyM

Catibrated Probabitity {B; "} _
I=

{ "E ) f::f

Class-Specific calibration
nfidence
I 1 1

3 4 G 7 8 9
Predictad Class

Z. Li
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Class Imbalance under Domain Shifts
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Z. Li

Method

> Introduce

within the framework of performance estimation for imbalanced datasets.

Original/C ecific Temperature S
—— Calibration process

Logit z; |:I Expected maximum probability

- Probability p;;

Class-Specific
difference d = {d

Fig. 2. Illustration of proposed Class-Specific modifications for four existing model
evaluation methods. We show the calibration process of an under-confident predictic

parameter for all classes, which leads to sub-optimal calibration and therefore bias for
the minority class. The proposed variants adapt separate parameters per class, enabling

improved, class-wise calibration.
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Class Imbalance under Domain Shifts
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Z. Li

Results

» Consistently improve model estimation accuracy, especially for

Table 1. Evaluation on different t

MAE). Lower MAE i

asks under varied types of domain shifts based on

-specific calibration as proposed (C

CS TS
DoC [11]
CS DoC
ATC [10]
ATC

TS-ATC [10,12]

CS TS-ATC

*p-value < 0.05; **p-value <
class-agnostic counterparts)

10000
Natural

Natural
1874+ 5.9
3471

+ 4.9

2449

121" £ 5.9
16.7 £ 5.3
4.3 + 2
16.7 + 5.3
4.2%* + 2.2
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Conclusion

» Existing model estimation methods do not account for

perform well.

. thus cannot

> We derive of state-of-the-art confidence-based model evaluation methods.
of machine learning in real-world

» \We expect the proposed methods to be useful for
settings.

1) Under segiientation under doinai Snirs
Bias towards the minority classes [4]

[4] Z. Li, et al. MICCAI 2022

Performance estimation
with class-specific
confidence scores

EE—
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Take home message

» Class imbalance cause under-segmentation because of , While over-
segmentation because of :
» Plotting is useful network inspection tool to gain a better understanding network

behaviour under different training scenario, helping us identify the limitations that render problems.

> loss functions and regularization techniques help counter overfitting under class
imbalance.

> help alleviate underfitting under class imbalance.

> are beneficial for improving data augmentation and tackling domain shifts.

(b) Under segmentation: (c) Over segmentation: i (d) Under segmentation under
Overfitting of under-represented ~ Underfitting of heterogenous { domain shifts: Bias towards the
foreground samples [1] 3 minority classes [4]

(a) Ideal segmentation
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Backup results

Method

Vanilla - w/ augmentation [18]
Vanilla - w/fo augmentation
Vanilla - asymmetric augmentation
Large margin loss [31]

sarial training [12]
Asymmet adversarial training
Mixup [47
Asymmetric mixup
Symmetric combination
Asymmetric combination

Method

Vanilla - w/ augmentation [18]
Vanilla - w/o a ntation
Vanilla - asymmetr gmentation
Large margin loss [31]

Asymmetric large

sarial training [12]
Asymmet adversarial training
Mixup [47]
Asymmetric mixup
Symmetric combination
Asymmetric combination

96.9
96.8
97.0

100% training
DSC| SEN| PRC




Backup results

Model-predicted ) . ; 8
P K-means Dilated masks
anatomy masks E=2 t

Liver tumor

Kidney tumor

Colon tumor B, : Unavailable Jnavailable

Brain tumor

Brain lesion

Pancreas and
pancreatic
tumor mass
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Backup results
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Backup results
HAMI10000 Prostate

Tramning
dataset

Synthetic Synthetic Natural

»
¢

Test
domain
shifts
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