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Image Segmentation

➢ In medical image segmentation, class imbalance is not uncommon as tumor and organs are relatively 
small in medical imaging.
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Observations

➢ Class imbalance causes under- and over-segmentation.

➢ Understanding the effects of class imbalance in segmentation.

[1] Z. Li, et al. MICCAI 2019, TMI 2020    [2] Z. Li, et al. TMI Under Revision    [3] Z. Li, et al. TMI Under Revision    [4] Z. Li, et al. MICCAI 2022
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A glance of methodological contributions

➢ Improving neural networks for segmentation under class imbalance.

[1] Z. Li, et al. MICCAI 2019, TMI 2020    [2] Z. Li, et al. TMI Under Revision    [3] Z. Li, et al. TMI Under Revision    [4] Z. Li, et al. MICCAI 2022
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Analysis

➢ With less training data, performances decline due to the drastic reduction of sensitivity, while precision is 
retained.

[1] Z. Li, et al. MICCAI 2019, TMI 2020

1.Overfitting
2.Underfitting
3.Data Augmentation
4.Domain Shifts
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Analysis

➢ CNN maps training and testing samples of the background class to similar logit values.
➢ However, mean activation for testing data shifts significantly for the foreground class towards and 

sometimes across the decision boundary.

[1] Z. Li, et al. MICCAI 2019, TMI 2020

1.Overfitting
2.Underfitting
3.Data Augmentation
4.Domain Shifts
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Method

➢ We make the logit activations of foreground class far away from the decision boundary by setting bias for 
the foreground class in different ways.

[1] Z. Li, et al. MICCAI 2019, TMI 2020

1.Overfitting
2.Underfitting
3.Data Augmentation
4.Domain Shifts
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Results

➢ The proposed variants of regularization and techniques can reduce overfitting and improve performance.

[1] Z. Li, et al. MICCAI 2019, TMI 2020

1.Overfitting
2.Underfitting
3.Data Augmentation
4.Domain Shifts
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Results

➢ Asymmetric modifications lead to better separation of the logits of unseen foreground samples.

[1] Z. Li, et al. MICCAI 2019, TMI 2020

1.Overfitting
2.Underfitting
3.Data Augmentation
4.Domain Shifts
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Conclusion

➢ Overfitting under class imbalance leads to loss of sensitivity.
➢ The distribution of logit activations when processing unseen test samples of an under-represented class 

tends to shift towards and even across the decision boundary.
➢ We propose several asymmetric techniques based on our observations of logit distribution.

[1] Z. Li, et al. MICCAI 2019, TMI 2020

1.Overfitting
2.Underfitting
3.Data Augmentation
4.Domain Shifts

Asymmetric 

regularizations
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Analysis

➢ With heterogeneous background, performances decline due to the drastic reduction of precision, while 
sensitivity is retained.

[2] Z. Li, et al. TMI Under Revision

1.Overfitting
2.Underfitting
3.Data Augmentation
4.Domain Shifts
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Analysis

➢ Neural networks could not map the heterogeneous background samples to compact clusters in feature 
space. 

➢ As a result, the logit activations of background would approach and even move across the decision 
boundary. 

[2] Z. Li, et al. TMI Under Revision

1.Overfitting
2.Underfitting
3.Data Augmentation
4.Domain Shifts
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Method

➢ Context label learning (CoLab)

➢ We train an auxiliary network as a task generator, along with the primary segmentation model, to 

automatically generate context labels that positively affect the ROI segmentation accuracy.

[2] Z. Li, et al. TMI Under Revision

1.Overfitting
2.Underfitting
3.Data Augmentation
4.Domain Shifts
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Results

➢ Similar and sometimes better effect in improving segmentation accuracy when compared with human-

defined context labels.

[2] Z. Li, et al. TMI Under Revision

1.Overfitting
2.Underfitting
3.Data Augmentation
4.Domain Shifts
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Conclusion

➢ Overfitting under class imbalance leads to loss of precision.
➢ The distribution over background logit activations may shift across the decision boundary, leading to 

systematic over-segmentation.
➢ Context labels improve the context representations by decomposing the background class into several 

subclasses.

[2] Z. Li, et al. TMI Under Revision

1.Overfitting
2.Underfitting
3.Data Augmentation
4.Domain Shifts

Context Labels
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Method

➢ Data augmentation improves model performance by aligning the training and validation/test data distributions.

➢ Training-time data augmentation (TRA) and test-time data augmentation (TEA) are closely connected as both 

aim to align the training and test data distribution.

[3] Z. Li, et al. TMI Under Revision

1.Overfitting
2.Underfitting
3.Data Augmentation
4.Domain Shifts
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Method

➢ A meta-learning based data augmentation framework, building a balance between foreground and background.

[3] Z. Li, et al. TMI Under Revision

1.Overfitting
2.Underfitting
3.Data Augmentation
4.Domain Shifts
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Results

➢ Consistently improve segmentation performance in various applications.

➢ Potential to replace the heuristically chosen augmentation policies currently used in most previous works.

[3] Z. Li, et al. TMI Under Revision

1.Overfitting
2.Underfitting
3.Data Augmentation
4.Domain Shifts
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Results

➢ The learned policies would adopt larger transformations to the foreground than the background samples, 

implicitly alleviating the class imbalance issue.

[3] Z. Li, et al. TMI Under Revision

1.Overfitting
2.Underfitting
3.Data Augmentation
4.Domain Shifts
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Conclusion

➢ A data augmentation framework which bridges the gap between training and test data distributions.

➢ We present class-specific TRA, implicitly addressing the class imbalance problem.

➢ We propose to the joint optimization of TRA and TEA, which improves alignment of training and test sample 

distributions and yields better generalization

[3] Z. Li, et al. TMI Under Revision

1.Overfitting
2.Underfitting
3.Data Augmentation
4.Domain Shifts

An automatic data augmentation 

framework with class-specific 

transformations
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Background

➢ Effect of class imbalance on confidence-based model evaluation methods.

1.Overfitting
2.Underfitting
3.Data Augmentation
4.Domain Shifts

[4] Z. Li, et al. MICCAI 2022
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Background

➢ Effect of class imbalance on confidence-based model evaluation methods.

[4] Z. Li, et al. MICCAI 2022

1.Overfitting
2.Underfitting
3.Data Augmentation
4.Domain Shifts
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Method

➢ Introduce class-wise calibration within the framework of performance estimation for imbalanced datasets.

1.Overfitting
2.Underfitting
3.Data Augmentation
4.Domain Shifts

[4] Z. Li, et al. MICCAI 2022
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Results

➢ Consistently improve model estimation accuracy, especially for segmentation tasks.

1.Overfitting
2.Underfitting
3.Data Augmentation
4.Domain Shifts

[4] Z. Li, et al. MICCAI 2022
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➢ Existing model estimation methods do not account for bias induced by class imbalance, thus cannot 

perform well.

➢ We derive class-specific modifications of state-of-the-art confidence-based model evaluation methods.

➢ We expect the proposed methods to be useful for safe deployment of machine learning in real-world 

settings.

[4] Z. Li, et al. MICCAI 2022

1.Overfitting
2.Underfitting
3.Data Augmentation
4.Domain Shifts

Conclusion

Performance estimation 

with class-specific 

confidence scores
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➢ Class imbalance cause under-segmentation because of overfitting foreground samples, while over-
segmentation because of underfitting background samples.

➢ Plotting logit distributions is useful network inspection tool to gain a better understanding network 
behaviour under different training scenario, helping us identify the limitations that render problems.

➢ Asymmetric loss functions and regularization techniques help counter overfitting under class 
imbalance.

➢ Context labels help alleviate underfitting under class imbalance.
➢ Class-specific parameters are beneficial for improving data augmentation and tackling domain shifts.
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