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Brief Intro of Medical Image Segmentation

➢ Identify groups of pixels that go together.
➢ Accuracy and efficiency.

Goal

https://biomedia.doc.ic.ac.uk/software/deepmedic/

4/35

https://biomedia.doc.ic.ac.uk/software/deepmedic/
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➢ The most popular medical imaging task.
➢ 40% of MICCAI papers are about 

Medical Image Segmentation.

Importance

➢ Reduce tedious annotations.
➢ A prerequisite for following-up tasks.
➢ MRI/ CT/ Xray/ Ultrasound/ Histology/ Fundus Photography.

Applications

https://grand-challenge.org/challenges/

https://grand-challenge.org/challenges/
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➢ Deformable models based segmentation [T. McInerney and D. Terzopoulos D. MedIA 1996]

➢ Snake [C. Xu, J. Prince TIP 1998]

➢ Level-set [C. Li et. al. CVPR 2005]

➢ Statistical inference based segmentation [D. Pham, C. Xu, and J. Prince AnnuRev Biomed Eng 2000]

➢ Markov random field [Y. Zhang, M. Brady, S. Smith TMI 2001]

➢ Graph cut [Y. Boykov, O. Veksler, R. Zabih TPAMI 2001]

➢ Registration based segmentation [J. Iglesias and M. Sabuncu MedIA 2015]

➢ Multi-atlas [P. Aljabar Neuroimage 2009]

➢ Discriminative classifier based segmentation

➢ Random forests [L. Breiman Machine learning 2001]

➢ Sparse representation [J. Wright TPAMI 2008]

➢ Deep learning [O. Ronneberger, P. Fischer, T. Brox MICCAI 2015]

Methodologies

𝑌 = 𝐺𝜑 𝐹𝜃 𝑋൝
𝑍 = 𝐹𝜃 𝑋

𝑌 = 𝐺𝜑 𝑍

[O. Ronneberger, P. Fischer, T. Brox MICCAI 2015]
Most cited paper in the MICCAI history
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Segmentation coherence: problem

➢ The pixel segmentation of neural network is independent of another pixel.

➢ The segmentation results lack space continuity/ shape prior.

[Z. Li, et al. J Healthc Eng 2017]

Image
Manual 

segmentation
CNN

results

𝑦1 = 𝐺𝜑 𝐹𝜃 𝑥1

𝑦2 = 𝐺𝜑 𝐹𝜃 𝑥2

Do not have a strong constrain to maintain similar class

Image
Manual 

segmentation
CNN

results
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Segmentation coherence: methods

➢ Integrate conditional random field (CRF)

➢ Adapt adversarial training to encourage high-
order consistency

➢ Add optical-flow for high dimension data

[Z. Li, et al. J Healthc Eng 2017]

[Z. Li, et al. MICCAI-BrainLesion 2017]

[W. Yan, Y. Wang, Z. Li, et al. MICCAI 2018]
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Integrated segmentation: problem

➢ Medical imaging pipeline consists of many processes, which are optimized independently.
➢ There could be some errors and information loss among different processes.

[D. Rueckert, J. Schnabel. Proc. IEEE 2019]

segmentation
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Integrated segmentation: methods

➢ Combine the process of 
reconstruction and segmentation

➢ Combine the process of 
segmentation and diagnosis

[Z. Li, et al. TCybern 2019] [Z. Li, et al. Sci Rep 2017]
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Generalization Capacity

➢ Transfer learning
➢ Model design
➢ Limited data training
➢ Data augmentation

Weak Label Usage

➢ Semi-supervised/ unsupervised learning
➢ Self-supervised learning
➢ Active learning
➢ Noise-label learning

Robust Learning

➢ Domain adaptation
➢ Domain shifts
➢ Data heterogeneity

Interpretability

➢ Uncertainty estimation
➢ Explainable deep learning

Clinical Relevance

➢ Large-scale validation
➢ Beyond imaging data
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➢ Generalization errors impede deep learning applications.

Generalization gap

1.Generalization
2.Class imbalance
3.Data augmentation
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➢ Generalization errors in deep learning come from overfitting instead of underfitting.
➢ Generalization is believed to be smaller than the penalties of model and dataset complexities.
➢ As the effect of model in unclear, we want to improve the generalization capability in the data perspective.

Generalization error

[R Novak, et al. ICLR 2018]

[K. Kawaguchi, L. Kaelbling, 
Y. Bengio arxiv:1710.05468]

[C. Zhang et al. ICLR 2017]

1.Generalization
2.Class imbalance
3.Data augmentation
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➢ Target tissues are always very small, leading to class imbalance.
➢ Neural networks need more data to generalize well.

Challenges for medical imaging: a data perspective

1.Generalization
2.Class imbalance
3.Data augmentation
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under Class Imbalance
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➢ Tumor and organs are relatively small in medical imaging.
➢ Small portions of training data lead to overfitting of underrepresented classes.
➢ The network behavior of overfitting under class imbalance is not clearly understood.

Data imbalance in segmentation: problem

1.Generalization
2.Class imbalance
3.Data augmentation
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➢ The segmentation is evaluated by DSC:

➢ With less training data, performances decline due to the drastic reduction of sensitivity, while precision is 
retained.

Analysis
High DSC

Low precision
(over-segment)

Low Sensitivity
(under-segment)

1.Generalization
2.Class imbalance
3.Data augmentation

[Z. Li, et al. in preparation]
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➢ CNN maps training and testing samples of the background class to similar logit values.
➢ However, mean activation for testing data shifts significantly for the foreground class towards and 

sometimes across the decision boundary.

Analysis

DeepMedic with BRATS DeepMedic with ATLAS

1.Generalization
2.Class imbalance
3.Data augmentation
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➢ CNN maps training and testing samples of the background class to similar logit values.
➢ However, mean activation for testing data shifts significantly for the foreground class towards and 

sometimes across the decision boundary.

Analysis

3D U-net with KiTS

1.Generalization
2.Class imbalance
3.Data augmentation
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➢ We make the logit activations of foreground class far away from the decision boundary by setting bias for 
the foreground class in different ways.

Method

1.Generalization
2.Class imbalance
3.Data augmentation

Large margin loss

Focal loss

Adversarial 
training

Mixup

Cross entropy loss
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➢ The proposed variants of regularization and techniques can moderate overfitting and improve performance.

Results

DeepMedic with BRATS

1.Generalization
2.Class imbalance
3.Data augmentation



Overfitting 

under Class Imbalance
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➢ The proposed variants of regularization and techniques can work well with existing regularization techniques.

Results

3D U-net with KiTS

1.Generalization
2.Class imbalance
3.Data augmentation
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➢ Asymmetric modifications lead to better separation of the logits of unseen foreground samples.

Results

1.Generalization
2.Class imbalance
3.Data augmentation
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➢ Overfitting under class imbalance leads to loss of sensitivity.
➢ The distribution of logit activations when processing unseen test 

samples of an under-represented class tends to shift towards and 
even across the decision boundary.

➢ We propose several asymmetric techniques based on our 
observations of logit distribution.

➢ Logit distribution plots can be a valuable tool for practitioners to 
study overfitting and other behaviour of different models.

Conclusion

1.Generalization
2.Class imbalance
3.Data augmentation
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➢ It needs prior domain knowledge to design.
➢ Optimal strategies are application specific and difficult to hand engineer.

Data augmentation is useful, but..

1.Generalization
2.Class imbalance
3.Data augmentation

[F. Isensee et al. arxiv:1904.08128]
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➢ We aim to learn the data augmentation strategy by drawing transformations from a learnable probability 
distribution.

Method

1.Generalization
2.Class imbalance
3.Data augmentation

[Z. Li, et al. in preparation]
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➢ We aim to close this generalization gap explicitly by learning a probability distribution of data augmentations 
P based on meta-gradients.

Method

1.Generalization
2.Class imbalance
3.Data augmentation



Learning the Sampling Distribution

for Data Augmentation
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➢ The method mainly contains three 
steps in one iteration: 
➢ Sample a data augmentation 

strategy; 

➢ Update the segmentation model 
to 𝑓𝜃′; 

➢ Optimize P with meta-gradients 
by evaluating V.

Method

1.Generalization
2.Class imbalance
3.Data augmentation
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for Data Augmentation
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➢ We manually add 15 bad transformations to the augmentation set for CIFAR10 based on wide residual net. 
Our method learns to decrease their probabilities during training.

Results: Proof of Concept

1.Generalization
2.Class imbalance
3.Data augmentation
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for Data Augmentation
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➢ Our learned augmentation policy consistently improves the performance on all three segmentation tasks.

Results: Medical Image Segmentation

DeepMedic with ATLAS

DeepMedic with BRATS

DeepMedic with KiTS

1.Generalization
2.Class imbalance
3.Data augmentation
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for Data Augmentation
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➢ The learned probability distributions seem to reflect well the type of data harmonization that has been 
carried out by the providers of the datasets.

Results: Medical Image Segmentation

1.Generalization
2.Class imbalance
3.Data augmentation

A

A

Rotation large (180°) 
in the sagittal axis
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for Data Augmentation
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➢ The optimal augmentation strategies varied between datasets, models and the size of training datasets. 

Results: Medical Image Segmentation

1.Generalization
2.Class imbalance
3.Data augmentation
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for Data Augmentation
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➢ We propose to automate the process of data augmentation by meta-
gradients with high efficiency in both time and data. (just twice the 
time of normal training!)

➢ We can provide optimal augmentation strategies for different 
application scenarios.

➢ In our case, geometry transformations are more likely to be chosen 
than intensity transformations.

➢ Random augmentation is a very strong baseline.
➢ Different dataset, model, size of training dataset favour different 

data augmentation strategies.

Conclusion

1.Generalization
2.Class imbalance
3.Data augmentation
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➢ Medical image segmentation is a well-studied research area, but there are still many open problems 
(opportunities).

➢ We are focusing on improving the generalization capacity of neural networks, which is a practical 
and fundamental problem for medical image segmentation, from the data perspective.
➢ We observe the logit distribution of image segmentation and propose asymmetric techniques 

to counter overfitting under class imbalance.
➢ We propose to learn the sampling distribution of data augmentation and provide optimal 

augmentation strategies.

Take home message
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➢ nnU-net
➢ https://github.com/MIC-DKFZ/nnUNet

➢ DeepMedic
➢ https://github.com/deepmedic/deepmedic

Model

➢ Grand challenge
➢ https://grand-challenge.org/

➢ BRATS
➢ https://www.med.upenn.edu/sbia/brats2018/data.html

➢ KiTS
➢ https://kits19.grand-challenge.org/data/

➢ ATLAS
➢ http://fcon_1000.projects.nitrc.org/indi/retro/atlas.html

Dataset

https://github.com/MIC-DKFZ/nnUNet
https://github.com/deepmedic/deepmedic
https://grand-challenge.org/
https://www.med.upenn.edu/sbia/brats2018/data.html
https://kits19.grand-challenge.org/data/
http://fcon_1000.projects.nitrc.org/indi/retro/atlas.html
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